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Abstract  
Speaker verification system shows poor performance when 
speaker model training is done in one language and the testing in 
another language. This is a major problem in multilingual 
speaker verification system. In this paper, we report the 
experiment carried out on a recently collected multilingual and 
multichannel speaker recognition database to study the impact of 
language variability on speaker verification system. The speech 
database consists of speech data recorded from 200 speakers with 
Arunachali languages of North-East India as mother tongue. The 
speech samples are collected in three different languages 
English, Hindi and a local language of Arunachal Pradesh. The 
collected database is evaluated with Gaussian Mixture Model 
based speaker verification system using universal background 
model (UBM) for alternative speaker representation and Mel-
Frequency Cepstral Coefficients (MFCC) as a front end feature 
vectors. The impact of the mismatch in training and testing 
languages have been evaluated. 
 
Keywords: Speaker Verification, Multilingual, GMM-UBM, 
MFCC. 

1. Introduction  

Automatic Speaker Recognition (ASR) refers to 
recognizing persons from their voice. The sound of each 
speaker is unique because of the difference in vocal tract 
shapes, larynx sizes and other parts of their voice 
production organs. ASR System can be divided into either 
Automatic Speaker Verification (ASV) or Automatic 
Speaker Identification (ASI) systems [1,2,3]. Speaker 
verification aims to verify whether an input speech 
corresponds to the claimed identity. Speaker identification 
aims to identify an input speech by selecting one model 
from a set of enrolled speaker models. In some cases, 
speaker verification will follow speaker identification in 
order to validate the identification result [4]. Speaker 
Verification is the task of determining whether a person is 
who he or she claims to be, a yes/ no decision. Since it is 
generally assumed that imposter, the falsely claimed 
speaker, are not known to the system, so it is also referred 
to as an Open-Set task [5]. 
 
The speaker verification system aims to verify whether an 
input speech corresponds to the claimed identity or not. A 
security system based on this ability has great potential in 

several application domains. Speaker verification systems 
are typically distinguished into two categories – text-
dependent and text-independent [6]. In text-dependent 
system, a predetermined group of words or sentences is 
used to enroll the speaker to the system and those words or 
sentences are used to verify the speaker. Text-dependent 
system use an explicit verification protocol, usually 
combined with pass phrases or Personal Identification 
Number (PIN) as an additional level of security. In text-
independent system, no constraints are placed on what can 
be said by the speaker. It is an implicit verification process 
where the verification is done while the user is performing 
some other tasks like talking with the customer care 
executive or registering a complain.  
 
The state-of-art speaker verification system use either 
adaptive Gaussian mixture model (GMM) [7] with 
Universal Background Model (UBM) or Support Vector 
Machine (SVM) over GMM super-vector [8]. SVM has 
also been successfully combined with GMM to increase 
accuracy [9,10]. Mel-frequency Cepstral coefficients are 
most commonly used feature vector for speaker 
verification system. Supra-segmental features like – 
prosody, speaking style are also combined with the 
cepstral feature to improve the performance [11].  
 
Till date, most of the speaker verification system operates 
only in a single-language environment. Multilingual 
speaker recognition and language identification are key to 
the development of spoken dialogue systems that can 
function in multilingual environments [8].  
 
For a highly multilingual country like India, the effect of 
multiple languages on state-of-art speaker verification 
system needs to be investigated. Most of the publicly 
available databases for speaker verification research are 
developed in western context, which is not suitable for 
evaluating the performance of the system in Indian 
context. Further, the linguistic scenario of North-East 
India is different from the rest of India. This is the region 
where two major linguistic families-Indo-European and 
Tibeto-Burman meet together and speak one another’s 
language fluently.  
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To evaluate the speaker verification system in multi-
lingual environment, a multi-lingual speaker recognition 
database has been developed and initial experiments were 
carried out to evaluate the impact of language variability 
on the performance of the baseline speaker verification 
system. 
 
The rest of the paper is organized as follows: Section–2 
describes the details of the speaker recognition database. 
Section–3 details the speaker verification system. The 
experimental setup, data used in the experiments and result 
obtained are described in Section– 4. The paper is 
concluded in Section–5. 

2. Speaker Recognition Database 

In this section we describe a recently collected speaker 
recognition database in Arunachali Language of North 
East India. The database is named as Arunachali Language 
Speech Database (ALS-DB). Arunachal Pradesh of North 
East India is one of the linguistically richest and most 
diverse regions in all of Asia, being the home to at least 
thirty and possibly as many as fifty distinct languages in 
addition to innumerable dialects and subdialects thereof 
[12]. The vast majority of languages indigenous to 
modern-day Arunachal Pradesh belong to the Tibeto-
Burman language family. The majority of these in turn 
belong to a single branch of Tibeto-Burman, namely Tani. 
Almost all Tani languages are indigenous to central 
Arunachal Pradesh while a handful of Tani languages are 
also spoken in Tibet. Tani languages are noticeably 
characterized by an overall relative uniformity, suggesting 
relatively recent origin and dispersal within their present-
day area of concentration. Most Tani languages are 
mutually intelligible with at least one other Tani language, 
meaning that the area constitutes a dialect chain. In 
addition to these non-Indo-European languages, the Indo-
European languages Assamese, Bengali, English, Nepali 
and especially Hindi are making strong inroads into 
Arunachal Pradesh, primarily as a result of the primary 
education system in which classes are generally taught by 
immigrant teachers from Hindi-speaking parts of northern 
India. Because of the linguistic diversity of the region, 
English is the only official language recognized in the 
state. 
 
To study the impact of language variability on speaker 
recognition task, ALS-DB is collected in multilingual 
environment. Each speaker is recorded for three different 
languages – English, Hindi and a local language, which 
belongs to any one of the four major Arunachali languages 
- Adi, Nyishi, Galo and Apatani. Each recording is of 4-5 
minutes duration. Speech data were recorded in parallel 
across four recording devices, which are listed in table -1.  

Table 1: Device type and recording specifications 
Device Sl. No Device Type Sampling 

Rate 
File 
Format 

Device 1 Table mounted 
microphone 

16 kHz wav 

Device 2 Headset 
microphone  

16 kHz wav 

Device 3 Laptop 
microphone 

16 kHz wav 

Device 4 Portable Voice 
Recorder 

44.1 kHz mp3 

 
The speakers are recorded for reading style of 
conversation. The speech data collection was done in 
laboratory environment with air conditioner, server and 
other equipments switched on. The speech data was 
contributed by 52 male and 48 female informants chosen 
from the age group 20-50 years. During recording, the 
subject was asked to read a story from the school book of 
duration 4-5 minutes in each language for twice and the 
second reading was considered for recording. Each 
informant participates in four recording sessions and there 
is a gap of at least one week between two sessions. 

3. Speaker Verification System (SVM) 

All speaker verification system contains two main parts: 
Feature Extraction and Pattern Matching. Feature 
extraction is the process of extracting the speaker and 
language related feature vectors from the voice signal 
which can later be used to represent the speaker and the 
language that the speaker had spoken. Pattern matching 
technique involves the real procedure to verify the known 
or unknown speaker (open set) by comparing the extracted 
features from his or her input voice signal with the ones 
from the set of known speaker that stored in the speech 
database. 

3.1 Feature Extraction  

Feature extraction is also known as speech 
parameterization. Speech parameterization consists in 
transforming the speech signal to a set of feature vectors. 
The purpose of feature extraction phase is to extract the 
speaker-specific information in the form of feature vectors 
at reduced data rate which is more compact and more 
suitable for statistical modeling and the calculation of a 
distance or any other kind of score. The feature vector 
represents the speaker–specific information due to vocal 
tract, excitation source and behavioral traits. A good 
feature vector set should have representation all of the 
components of speaker information. 
 
The most representative vocal tract acoustic features are 
the Linear Predictive Cepstral Coefficients (LPCC) and 
the Mel Frequency Cepstral Coefficients (MFCC), which 
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aim to extract the speaker vocal tract and languages related 
features. A study by D. Reynolds in 1994 [13] reveals that 
among different features like Linear Predictive Cepstral 
Coefficients (LPCCs), Mel Frequency Cepstral 
Coefficients (MFCCs), Linear Frequency Cepstral 
Coefficients(LFCCs) and Perceptual Linear Prediction 
Cepstral coefficients (PLPCCs), MFCC gives the best 
performance for speaker recognition.  

3.1.1 Mel-Frequency Cepstral Coefficients (MFCC) 

Mel-frequency cepstral coefficients (MFCCs) are mostly 
related to the human peripheral auditory system. The main 
purpose of the MFCC processor is to mimic the behavior 
of the human ears [14]. According to studies, human 
hearing does not follow the linear scale but rather the Mel-
spectrum scale which is a linear spacing below 1 KHz and 
logarithmic scaling above 1 KHz.  
 
At first step, the pre-emphasized and windowed speech 
signal frame is converted into spectral domain by the Fast 
Fourier Transformation (FFT). In the second step, the 
magnitude spectrum is smoothed by a bank of triangular 
bandpass filters which emulates the critical band of 
processing of the human ear. In the next step, each of the 
bandpass filters computes a weighted average of that sub-
band, which is then compressed by logarithm. Finally, the 
log-compressed filter outputs are decorrelated using the 
Discrete Cosine Transform (DCT).  
 
If the output of an M-channel filterbank as Y(m), 
m=1,2………..,M, Then MFCCs are obtained as follows: 
 

C୬ = ∑ [logY(m)]cos ቂ஠୬
୑

(m − ଵ
ଶ
)ቃ୑

୫ୀଵ      (1) 
Here n is the index of the cepstral coefficient. The final 
MFCC vector is obtained by retaining about 12-15 lowest 
DCT coefficients.                                 

                       
The 0th cepstral coefficient is discarded because it depends 
on the intensity of the frame. The mel-spectrum plot is 
converted back to the time domain by using the following 
formula: 
 

Mel(f) = 2595 ∗ logଵ଴(1 + ୤
଻଴଴

)     (2) 
 
Where f is linear frequency. 
 
The resultant matrices are known as the Mel-Frequency 
Cepstrum Coefficients. The spectrum provides a simple 
and unique representation of the spectral characteristics of 
the speech signal which is the main factor for representing 
and recognizing the voice characteristics of the speaker.  

3.2 Models and Classifiers 

Speaker models and classifiers are tied not only to the 
features used, but also to the task being address [16]. The 
speaker verification is a binary task whether the unknown 
speaker is the same as the claimed speaker. The open-set 
verification system usually dealt with by using some 
general impostor model. For both the Speaker 
Identification and Speaker Verification systems, there are 
lots of models and classifiers that have been used. 
Although, early classifiers for speaker recognition include 
non-parametric technique like VQ, DTW etc. now a days 
classification methods for speaker recognition have 
centered on statistical approaches like HMM, GMM etc.  
  
The  structure and choice of a classifier depends on the 
application and the features used as well as the level of 
user cooperation, expected channels and recording 
devices, amount of speech data available for enrollment 
and detection and finally the requirement of recognition 
accuracy. 

 

  

 

 

 

 

 

 

Fig.1. General Classifier structure for speaker verification system 
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3.2.1 Gaussian Mixture Model (GMM) as a 
Classifier 

Over the last decade, the Gaussian Mixture model GMM 
[12] has become established as the standard classifier for 
text-independent speaker recognition. Gaussian Mixture 
model (GMM) often to be used to the speaker verification 
because this mode has good ability of recognition [10]. 
One of the powerful attributes of the GMM is its ability to 
form smooth approximations to arbitrarily shaped 
distributions [13]. GMMs have unique advantages 
compared to other modeling approaches because their 
training is relatively fast and the models can be scaled and 
updated to add new speakers with relative ease [17]. 
 
A Gaussian Mixture Model (GMM) is a parametric 
probability density function represented as a sum of 
Gaussian components densities. GMMs are commonly 
used as a parametric model of the probability distribution 
of a continuous measurement of features in a biometric 
system [13]. 
 
A  GMM is a weighted sum of M component densities is 
given in the form 
 

P(x|λ)=	∑ w୧
୑
୧ୀଵ b୧(x)               (3) 

 
Where x is a D-dimensional random vector, b୧(x), 
i=1,2……M, is the component densities and ݓ௜    
i=1,2,….,M, is the mixture weights.  
 
The Gaussian Function can be defined in the form 
 

b୧(x)= ଵ

(ଶ஠)
ీ
మ 	|∑౟|భ/మ

expቄ− ଵ
ଶ

(x − μ୧)ᇱ ∑ (x − μ୧)ିଵ
୧ ቅ (4) 

 
with mean vector μ௜  and covariance matrix ∑௜. The 
mixture weight satisfy the constraint that   ∑ ௜ݓ

ெ
௜ୀଵ = 1.     

                                                                                                                 
The complete Gaussian mixture model is parameterized by 
the mean vectors, covariance   matrices and mixture 
weight from all component densities. These parameters 
can collectively represented by the notation: 
 

λ= {ݓ௜,μ௜, ∑௜ }, for i= 1,2 ……, M  (5) 
 
In speaker verification system, each speaker can be 
represented by such a GMM and is referred to by the 
above model   λ. 
 
For a sequence of T test vectors X= {x1, x2, x3,… …, xT} the 
required standard way to calculate the GMM likelihood in 
the log domain as follows: 
 

L(X| λ) = log(X| λ)  =   ∑ log	(x୧|λ୧)୘
୧ୀଵ   (6) 

 
Once a model is trained then (3) can be used to compute 
the log-likelihood of model λ for an input test set of 
feature vector, X, i.e.,  
 

log(ߣ|ܺ)݌ =∑ log	p(x୧|	λ)୘
୧ୀଵ    (7) 

 
It is also important to note that because the component 
Gaussians are acting together to model the overall feature 
densities, full covariance matrices are not necessary even 
if the features are not statistically independent. The linear 
combination of diagonal covariance basis Gaussians is 
capable of modeling the correlations between feature 
vector elements. The effect of using a set of M full 
covariance matrix Gaussians can be equally obtained by 
using a larger set of diagonal covariance Gaussians.  

3.2.1.1 Maximum Likelihood Parameter Estimation 

For a given training vectors and a GMM configuration, we 
have to estimate the parameters of the GMM, λ, for the 
best matches for the distribution of the training feature 
vectors. The most popular and well-known method is 
maximum likelihood (ML) estimation. 
 
The main purpose of ML estimation is to find the model 
parameters  which maximize the likelihood of the GMM 
given the training data. For a sequence of T training 
vectors  X= x1, x2, x3,……… xT  , the GMM likelihood can 
be defined as  
 

(ߣ|ܺ)݌ = ∏ p(x୲|λ)୘
୲ୀଵ    (8) 

 
The speaker-specific GMM parameters are estimated by 
the Expectation-Maximization (EM) algorithm using 
training data spoken by the corresponding speaker. The 
basic idea of the EM algorithm is, beginning with an initial 
model λ, to estimate a new model ߣᇱ such that ܲ(ܺ|ߣᇱ) ≥
 The new model then becomes the initial model for .(ߣ|ܺ)ܲ
the next iteration and the process is repeated until some 
convergence threshold is reached [13]. 
 
On each EM iteration, the following re-estimation 
formulas are used which guarantee a monotonic increase 
in the model’s likelihood value, 
 
Mixture Weights: 
௜ݓ                               = ଵ

୘
∑ pr(i|x୲, λ)୘
୲ୀଵ         (9)    

Means:                

௜ߤ           = ∑ ୮୰(୧|୶౪,஛)୶౪౐
౪సభ
∑ ୮୰(୧|୶౪ ,஛)౐
౪సభ

        (10) 
 
Variance (diagonal covariance): 
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σ୧ଶ = ∑ ୮୰(୧|୶౪ ,஛)୶౟
మ౐

౪సభ
∑ ୮୰(୧|୶౪ ,஛)౐
౪సభ

− μ୧ଶ       (11) 
 

The a posteriori probability for component i is given by 
 pr(i|x୲,λ) = ୵౟ୠ౟(୶)	

∑ ୵ౡ
౉
ౡసభ ୠౡ(୶)	

   (12) 
 

3.2.1.2 Maximum A Posteriori (MAP) Parameter 
Estimation 

GMM parameters can also be estimated using Maximum 
A Posteriori (MAP) estimation. MAP estimation is used to 
derive speaker model from a Universal Background Model 
(UBM) by adaptation. Like the EM algorithm, the MAP 
estimation is a two-step process. The first step is similar to 
the “Expectation” step of the EM algorithm that sufficient 
statistics of training data are computed for each mixture in 
the prior model. In the second step, the new sufficient 
statistics from training data are used to update the prior 
sufficient statistics for mixture i to create the adapted 
parameters for mixture i.  
 
The specifics of the adapting are defined as for given a 
prior model and training vectors from the desired class X= 
{x1, x2, x3,…, xT }. Here we first compute the probabilistic 
alignment of the training vectors into the prior mixture 
components. For mixture i in the prior model, we compute 
Pݎ൫݅หݔ௧  ௣௥௜௢௥൯ as in Equation (10). Then we compute theߣ,
sufficient statistics for the weight, mean and variance 
parameters as follows. 
 
Weight 

݊௜ = ∑ Pr൫iหx୲, λ୮୰୧୭୰൯	୘
୲ୀଵ         (13) 

 
Mean 
(ݔ)௜ܧ                 = ଵ

	୬౟ 	
 ∑ Pr൫iหx୲,λ୮୰୧୭୰൯x୲	୘

୲ୀଵ   (14) 
 
Variance  

(ଶݔ)௜ܧ = ଵ
	୬౟		

 ∑ Pr൫iหx୲, λ୮୰୧୭୰൯x୲ଶ	୘
୲ୀଵ  (15) 

 
Next, the new sufficient statistics from training data are 
used to update the prior sufficient statistics for mixture i to 
create the adapted parameters for mixture i. with the 
following equations: 
 
Adapted mixture weight,    

w୧
ᇱ   = [ a୧୵n୧	/T	+ (1-	a୧୵) wi ] š   (16) 

 
Adapted mixture mean,   

μ୧ᇱ = a୧୫E୧	(x) + (1-	a୧୫)	μ୧   (17) 
 

Adapted mixture variance,   
σ୧ᇱଶ = a୧୴E୧	(xଶ) + (1-	a୧୴) (σ୧ଶ+μ୧ଶ) -	μ୧ᇱଶ (18) 

 
The adaptation coefficients controlling the balance 
between old and new estimates are {a୧୵, a୧୫, a୧୴} for the 
weight, means and variances, respectively. The scale 
factor š, is computed over all adapted mixture weights to 
ensure they sum to unity. 
 
For each mixture and each parameters, a data-dependent 
adaptation coefficient a୧ñ, ñ € {w,m,v}, is used in the above 
equation defined as 

a୧ñ = 	 	୬౟
	୬౟ା	୰ñ     (17) 

where ݎñ	is a fixed “relevance” factor for parameter ñ . 
 
It is common in speaker recognition application to use one 
adaptation coefficient for all parameters 	(ܽ௜௪ = 	 ܽ௜௠ = 	 ܽ௜௩ 
=݊௜/(݊௜ +  and adapt only certain GMM parameters ((ݎ
such as the mean vectors. 
 
There are lots of reasons to consider in contrasting one of 
the standard MAP approaches to its iterative form. The 
standard MAP technique is simply a single iteration while 
EM based result is iterative. A single iteration assumes 
that the mixture mean components vary in a completely 
independent manner, and consequently, only a single 
iteration would be required to solve the MAP solution. 
 
Because the environment and even the speaker’s voice 
characteristics may change over time, one can adapt the 
model for P, when one is sure that the current speaker is P. 
Maximum a posteriori probability (MAP) adaptation 
combined with confidence weighting improved 
authentication performance under channel mismatch 
conditions by 61%, despite impostor attacks [18]. 
 

3.2.2 Universal Background Models (UBM) 

A UBM or World Model is a model in a speaker 
verification system to represent general, person-
independent, channel independent  feature characteristics 
to be compared against a model of speaker-specific feature 
characteristics when making an accept or reject decision. 
Here, the UBM is a speaker-independent GMM trained 
with speech samples from a large set of speakers to 
represent general speech characteristics. The UBM also 
use when training the speaker-specific model by acting as 
a prior model in MAP parameter estimation.  
 
In state-of-the-art speaker verification system the UBM is 
used for modeling the alternative hypothesis in the 
likelihood ratio test. Assuming that a GMM distribution 
best represent the distribution of feature vectors for 
hypothesis H0 so that λp denoting the weight, means and 
covariance matrix parameters of a GMM. The alternative 
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hypothesis H1 is likewise represented by a model λp’. The 
likelihood ratio statistic is then defined as 

LR(X) = ୮(ଡ଼|	஛୮)
୮(ଡ଼|	஛୮ᇱ)

    (19) 
For given a set of N background speaker models { λ1, λ2, 
λ3,……… λN } then the alternative hypothesis is 
represented by 
 
p(X|	λp′) = F(p(X|λଵ)	p(X|	λଶ) … … . p(X|λ୒))	  (20) 
 
Where F() is some function, such as average or maximum, 
of the likelihood values from the background speaker set. 
Typically, GMMs are used for distribution models and a 
speaker specific model are derived by using MAP 
estimation with the UBM acting as the prior model. In 
GMM-UBM system we use a single, speaker-independent 
background model to represent	p(X|	λp′).  
 
The theory explains for determining the statistic from a 
single feature vector observation sample from the target or 
non-target speaker classes. This test statistic deals with 
two speaker classes identified as the target speaker and 
non-target (UBM) speaker set specified by models, λ୲ୟ୰୥ୣ୲	   
and 	λ୳ୠ୫ . For a given T independent and identically 
distributed observations, X= {x1, x2, x3,……… xT }. The 
joint likelihood ratio may be determined. A more robust 
measure for speaker verification is the expected frame-
based log-likelihood ratio measure can be defined as 
follows: 

E [LLR(x)] = E [log p (x|λ୲ୟ୰୥ୣ୲	) - log p (x|λ୳ୠ୫	)]   
         = ଵ

୘
 ∑ (log p(x୲	୘

୲ୀଵ |λ୲ୟ୰୥ୣ୲	 ) - log p(x୲	|λ୳ୠ୫	 )) (21) 
 

The UBM is a large GMM (1024 mixtures) trained to 
represent the speaker-independent distribution of features. 
To train a UBM, the simplest approach is to merely pool 
all the data and use it to train the UBM via the EM 
algorithm. 
 
MAP adaptation integrates coupled target and background 
speaker model components is an effective way of 
performing speaker recognition. A significant advantage 
of a fully coupled system is that the coupling enables 
discrimination between regions of space that the GMM 
has learned from training speech. The mixture component 
will remain unadapted, if there is no adaptation 
observation in the region nearby a mixture component. But 
due to applying adaptation, mixture components near 
training observation will be adjusted towards the speech 
data. As a result adapted regions will be more 
discriminative [18]. 

3.3 Performance Evaluation  

A popular method to find performance of the speaker 
verification system is the equal error rate (EER) which 

corresponds to the operating point where probability of 
False Acceptance Rate (FAR %) or P(fa) is equal to False 
Rejection Rate(FRR%) or P(fr). Graphically, it 
corresponds to the intersection of the DET curve with the 
first bisector curve. The EER performance measure rarely 
corresponds to a realistic operating point. However, it is a 
quite popular measure of the ability of a system to separate 
impostors from true speakers. Another popular measure is 
the half total error rate (HTER) which is the average of the 
two error rates FAR and FRR [15]. Here we used the first 
method (EER) to show the performance in our 
experimental results. 
 
Furthermore, the two errors rates are functions of the 
decision threshold [15]. So, it is possible to represent the 
performance of a system by plotting FAR as a function of 
FRR. This curve is known as the system operating 
characteristics which is monotonous and decreasing. 
Again, it has become a standard to plot the error curve on 
a normal deviate scale in which case the curve is known as 
the detection error trade-offs (DETs) curve. The DET 
curve representation is therefore more easily readable and 
allows for a comparison of the system’s performance on a 
large range of operating conditions [15]. Here we also 
showed the DET curves of our experiments. 

4. EXPERIMENTS AND RESULTS 

In this works, the baseline speaker verification system was 
developed using Gaussian Mixture Model with Universal 
Background model (GMM-UBM) based modeling 
approach. A 38-dimensional feature vector was used, 
made up of 19 mel-frequency cepstral coefficient (MFCC) 
and their first order derivatives. The first order derivatives 
were approximated over three samples. The coefficients 
were extracted from a speech sampled at 8 KHz with 16 
bits/sample resolution. A pre-emphasis filter (ݖ)ܪ = 1 −
-ଵ has been applied before framing. The preିݖ0.96
emphasized speech signal is segmented into frame of 20 
msec with frame frequency 100 Hz. Each frame is 
multiplied by a Hamming window. From the windowed 
frame, FFT has been computed and the magnitude 
spectrum is filtered with a bank of 20 triangular filters 
spaced on Mel-scale. The log-compressed filter outputs are 
converted to cepstral coefficients by DCT. The 0th cepstral 
coefficient is not used in the cepstral feature vector since it 
corresponds to the energy of the whole frame[6], and only 
19 MFCC coefficients have been used. To capture the time 
varying nature of the speech signal, the first order 
derivative of the Cepstral coefficients are also calculated. 
Combining the MFCC coefficients with its first order 
derivative, we get a 38-dimensional feature vector. 
Cepstral mean subtraction has been applied on all features 
to reduce the effect of channel mismatch. 
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The Gaussian mixture model with 1024 Gaussian 
components has been used for both the UBM and speaker 
model. The UBM was created by training the speaker 
model with speaker’s data with Expectation Maximization 
(EM) algorithm and finding the average of all these 
models [7]. The speaker models were created by adapting 
only the mean parameters of the UBM using maximum a 
posteriori (MAP) approach with the speaker specific data.  
The detection error trade-off (DTE) curve has been plotted 
using log likelihood ratio between the claimed model and 
the UBM and the equal error rate (EER) obtained from the 
DTE curve has been used as a measure for the 
performance of the speaker verification system. 
 
All the experiments reported in this paper are carried out 
using the database ASL-DB described in section 2. An 
energy based silence detector is used to identify and 
discard the silence frames prior to feature extraction. Only 
data from the headset microphone has been considered in 
the present study. All the four available sessions were 
considered for the experiments. Each speaker model was 
trained using one complete session. The test sequences 
were extracted from the next three sessions.  The training 
set consists of speech data of length 120 seconds per 
speaker. The test set consists of speech data of length 15 
seconds, 30 seconds and 45 seconds. The test set contains 
more than 3500 test segments of varying length and each 
test segment will be evaluated against 11 hypothesized 
speakers of the same sex as segment speaker [8].  
 
In this experiment single language (English, Hindi, and a 
local language) has been considered for training the 
system and each language has been considered separately 
for testing the system. Sample of length 120 seconds from 
a single session has been considered for training the 
system and the other three sessions have been considered 
for testing the system. UBM model has been created with 
a set of gender balance imposters (50% male and 50% 
female) speech samples of the same environment. Testing 
sample of length 15 seconds, 30 seconds and 45 seconds 
have been extracted from the speech sample of length 120 
seconds. Fig. 2(a),(b) and(c) shows the DET curves 
obtained for the three languages in the speech database. 
The result of the experiments has been summarized in 
table–2.  

 

Fig. 2 (a) DET curves for the SV system of training by English Language 
and testing by all three languages English, Hindi and Local. 

 
Fig. 2(b) DET curves for the SV system of training by Hindi 

Language and testing by all three languages English, Hindi and Local. 

 

Fig. 2 (c) DET curves for the SV system of training by Local 
Language and testing by all three languages English, Hindi and Local. 
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Table-2: EER for speaker verification system for training with one 
language and testing with each language 

Training 
Language

s 

Testing 
Language

s 

ERR% Recognitio
n Rate% 

Minimu
m DCF 
Value 

English English 4.55 95.45 0.0823 
Hindi 6.82 93.18 0.0991   
Local 9.09 90.81 0.1195 

Hindi Hindi 4.55 95.45 0.0925 
English 6.82 93.18 0.0968 
Local 6.82 93.18 0.1050  

Local Local 4.55 95.45 0.0823 
Hindi 6.82 93.18 0.1050  

English 11.36 88.64 0.1525   
 

5. CONCLUSIONS 

The initial experiments on the Arunachali Language 
Speech Database explore the fact that the performance of a 
GMM-UBM based speaker verification system degrades 
considerably with change in training and testing language. 
The phonetic contents of the Local languages are 
completely different from those of English as well as 
Hindi as they belong to different linguistic group.  
However, an interesting observation made during the 
present work is that the performance variation is not only 
affected by the phonetic contents of the language but also 
by the manner in which the language is uttered by the 
speaker. It has been observed that there is no significant 
difference in performance when the system is trained with 
Hindi and tested with Local langue as vice versa. This is 
because of the fact that in Arunachal Pradesh of North 
East India, Hindi language is uttered in a manner where 
tone is very much closed to their local languages.  
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