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Abstract 

In this paper, an efficient technique is 
proposed for the precise classification of microarray 
genes from the microarray gene expression dataset. 
The proposed classification technique performs the 
classification process with the aid of three phases 
namely, dimensionality reduction, feature selection 
and gene classification. Initially, the proposed 
technique reduces the dimensionality by utilizing 
Genetic Algorithm (GA). The main objective of 
dimensionality reduction is to select the optimal 
number of genes from the microarray gene 
expression dataset. Next, in the feature selection 
process the features are extracted from the column 
gene values. Here, probability of GA-indexed gene 
and new statistical features are selected for each 
column gene values and these selected features are 
given to the Feed Forward Back propagation Neural 
Network (FFBNN). The FFBNN network is trained 
using the selected features and then this well trained 
FFBNN network performance is tested with the 
column gene values. The FFBNN network classifies 
the microarray gene values into their corresponding 
cancer class types. The performance of the 
classification technique is evaluated by the 
performance measures such as accuracy, specificity 
and sensitivity. Keywords: Micro array gene 
expression data, Classification, Feed Forward Back 
Propagation Neural Network (FFBNN), Statistical 
measures.  

 

1. Introduction 

Deoxyribonucleic acid (DNA) microarray 
technology provides tools for monitoring the 
expression levels of huge number of different genes 
simultaneously [9]. It is possible for the biologists to 
concurrently evaluate the expressions of thousands of 
genes in a single experiment by the aid of microarray 
technologies [5] [15] [19]. This technology provides 
a unique tool, which has been currently used for 
medical diagnosis and gene analysis, especially to 
inspect how a cell’s gene expression pattern changes 
in different conditions. A microarray method also 
plays an important role in personalized medicine 
because it can be used to identify the individual’s 
unique genetic vulnerability to treat the diseases [1]. 
High-throughput microarray technology presents a 
robust tool in biomedical research. Particularly, DNA 
microarray profiling technology is very useful in 
disease diagnosis and forecast, as well as in subtype 
detection [6] [16]. A standard microarray experiment 
dataset contains expression levels of a large number 
of genes in a number of experimental samples or 
conditions [10]. The expression data is represented in 
a matrix form, where the rows are denoting genes and 
the columns are denoting samples. This matrix is 
termed as gene expression matrix [11].Gene 
expression data is often used in disease analysis, 
especially for cancer diagnosis [8]. Gene expression 
data from DNA microarrays are described by several 
variables (genes) with only a small number of 
observations (experiments) [7][17]. Prediction, 
classification, and clustering methods are employed 

IJCSI International Journal of Computer Science Issues, Vol. 9, Issue 6, No 2, November 2012 
ISSN (Online): 1694-0814 
www.IJCSI.org 246

Copyright (c) 2012 International Journal of Computer Science Issues. All Rights Reserved.



 

 

for analysis and understanding of the data [2]. One 
salient application of gene expression microarray 
data is the classification of biological samples or 
prophecy of clinical and other outcomes [3]. 
Microarray technology is used to categorize the tissue 
samples by using their gene expression profiles as 
one of the several types (or subtypes) of cancer. The 
gene expression profiles measured by microarray 
technology have given an exact, consistent and 
objective cancer classification than the standard 
histopathological tests. The DNA microarray data for 
cancer classification contains huge number of genes 
(dimensions) than the number of samples or feature 
vectors [4] [18]. The gene expression variation of 
different tumor types is measured by using the 
genome-wide expression data obtained from the 
cancer tissues, which further provides hints for 
cancer classification of individual samples. 
Extracting biological insights from the original 
amount of data on gene expression patterns is the 
main challenging tasks in microarray studies [12]. An 
efficient model is necessary for predicting the class 
membership of data, creating an exact label on 
training data, and predicting the label for any 
anonymous data correctly in order to achieve a high 
classification accuracy [8]. Classification analysis of 
microarray gene expression data has been performed 
extensively to find out the biological features and to 
differentiate intimately related cell types that usually 
appear in the diagnosis of cancer [13]. Some of the 
classification techniques for gene expression data 
analysis are classification decision tree, k-nearest 
neighbor classifier (KNN), support vector machine 
(SVM), neural network etc. Generally, the techniques 
used for the classification of microarray gene 
expression data are divided into two classes: one is 
based on clustering and the other is based on 
machine-learning approach [14]. Plenty of researches 
have been performed for the successful microarray 
gene cancer classification. A few recent works 
available in the literature are reviewed in the 
following section. 

 

 

 

2. Related work  

Ahmad M. Sarhan [20] has proposed a 
robust system for the identification of stomach cancer 
using Artificial Neural Network (ANN) and Discrete 
Cosine Transform (DCT). In this proposed system, 
the DCT has been used to extract the classification 
features from the stomach microarrays. Subsequently, 
the features extracted from the DCT coefficients have 
been applied to an ANN for the classification in order 
to find whether the microarray contains tumor or 
non-tumor. Here, the microarray images have been 
taken from the database called Stanford Medical 
Database (SMD), which is one of the famous 
microarray databases. Simulation results have proved 
that the proposed system has achieved a very high 
success rate. Bharathi et al. [21] have attempted to 
identify the minimum set of genes that can provide a 
precise classification of cancer from microarray data 
via supervised machine learning algorithms. The 
importance of determining the smallest gene subset 
has three advantages: i) The computational burden 
and noise occurred from irrelevant genes have been 
minimized considerably. ii) The gene expression tests 
have been simplified to comprise only a very less 
number of genes instead of thousands of genes, so the 
expense for cancer testing has been reduced greatly. 
iii) Further analysis has been made into the possible 
biological relationship between this small number of 
genes and cancer development and treatment. Their 
simple yet very efficient method contains two steps. 
In the first step, a 2 way Analysis of Variance 
(ANOVA) ranking scheme has been employed to 
select some significant genes. In the second step, a 
good classifier such as Support Vector Machines has 
been utilized to analyze the classification potency of 
all simple combinations of those significant genes. 
Their approach has achieved a very high precision 
with only two genes. Bo Li et al. [22] have discussed 
that the gene expression data gathered from DNA 
microarray are characterized by a huge number of 
variables (genes), but with only a small number of 
observations i.e., experiments. They have proposed a 
manifold learning technique to map the gene 
expression data to a low dimensional space, and then 
the basic structure of the features have been analyzed 
in order to categorize the microarray data more 
precisely. Their proposed algorithm has projected the 
gene expression data into a subspace with high intra-
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class compactness and inter-class separability. 
Xiaosheng Wang et al. [23] have analyzed the 
properties of one feature selection approach that was 
proposed in their previous work, which was the 
simplification of the feature selection technique 
based on the depended amount of attribute in rough 
sets. The feature selection technique has been 
compared with the conventional methods regarding 
the depended degree, chi-square, information gain, 
Relief-F and symmetric uncertainty, and its 
properties have been evaluated through a series of 
classification experiments. Mallika et al. [24] have 
presented a technique for enhancing the classification 
performance for cancer classification with a small 
number of microarray gene expression data. In this 
proposed approach, individual gene ranking and gene 
subset ranking has been performed. Here, the same 
classifier has been employed for both selection and 
classification purpose. Chanda Ray [25] has proposed 
an algorithm to inspect the DNA microarray gene 
expression patterns robustly for large amount of 
DNA microarray data. Graphical representation has 
been presented for the experimental results of DNA 
microarray gene pattern analysis for enhanced 
visibility and understanding. An eight-directional 
chain code sequence has been employed to represent 
the shape of each graph related to a DNA microarray 
gene expression pattern. Seeja et al. [26] DNA 
microarrays allow the biologist to evaluate the 
performance of thousands of genes concurrently on a 
small chip. These microarrays produce large number 
of data and new techniques are required to analyze 
them. In this paper, a new classification technique 
based on support vector machine is proposed. The 
proposed technique is employed to categorize the 
gene expression data recorded on DNA microarrays. 
The proposed technique is tested by using benchmark 
datasets and it is found that the proposed technique is 
faster than neural network and the classification 
performance is also high when compared to neural 
network. Most of the existing research works have 
achieved the cancer classification process by 
extracting the features using threshold and statistical 
features based methods. In such threshold and 
statistical features based methods, the features are 
selected based on the defined threshold value, but 
some genes are not suitable for this threshold value. 
Also, the method has more chance for missing the 
significant features from the classification process. If 

the number of genes is decreased, then it provides 
only a low accuracy result. So, it is a major drawback 
of this method. Hence, all these drawbacks have 
degraded the performance of the microarray gene 
expression cancer classification. To shun this 
drawback, we propose an efficient approach to 
classify the microarray cancer genes more accurately. 
This classification technique executes the 
classification process by reducing the dimension of 
the dataset and selecting the significant features. The 
FFBNN network is utilized for microarray gene 
classification. The outline of the paper is as follows: 
The proposed gene classification process is briefly 
explained in section 3. In section 3.1 and 3.2, the 
dimensionality reduction process and the feature 
selection process are described respectively. The 
microarray gene classification process is performed 
in section 3.3. The experimental result and 
conclusion of this paper are given in section 4 and 5 
respectively. 

3. Proposed Micro Array Gene Cancer 
Classification 

Here, we propose an efficient technique to 
classify the microarray gene cancer data. The 
proposed classification technique is comprised of 
three phases, namely, (i) dimensionality reduction, 
(ii) feature selection and (iii) cancer gene 
classification. The pictorial representation of the 
proposed technique is shown in figure 1. 

 

Fig 1: Proposed Microarray Gene Classification Technique 
Structure 

 In figure 1, the dimensionality reduction 
process reduces the dimension of microarray cancer 
gene dataset by utilizing Genetic Algorithm (GA) and 
the dimensionality reduced data’s are given to the 
feature selection phase. In the feature selection phase, 
the features are selected from the dimensionality 
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reduced microarray cancer gene dataset. After that, 
the selected features are given to the feed forward 
back propagation neural network (FFBNN) to 
perform the gene cancer classification process. The 
proposed cancer gene classification process is 
explained in the following subsections. Let, 

GjSiM ij ≤≤≤≤ 1  ,1  ;  be the microarray 

cancer gene data, where, S  represents the number of 

samples and G represents the number of genes. 

3.1 Dimensionality Reduction using GA 

Initially, the dimensionality reduction process is 
performed on the microarray cancer gene dataset for 
reducing the complexity in the gene classification. 
Because the dataset size is high dimensional, which 
increases the processing time and also it will not 
produce accurate result for the classification process. 

The high dimensional  ijM dataset is converted into 

low dimensional dataset by selecting the optimal 
number of genes.  To accomplish the optimal gene 
selection process, we are using Genetic algorithm. 
The procedures that are involved in GA operation are 
discussed below.  

Initial population:  

The chromosome’s gene value is randomly generated 

between the intervals [ ]Gr,1  in the dataset  ijM , 

and pN  is the population size.  

Fitness Function: 

The fitness function is done to select the best 
chromosomes among the generated chromosomes.  
The fitness function calculation plays a major role in 
GA. The following fitness formula is calculated for 
each chromosome to select the best chromosomes for 
feature selection process.  The fitness function 
formula is given below  

. 
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The standard deviation is  calculated  of the 

pN chromosomes. 

Rank Selection:  

The best 2/pN  chromosomes having minimum 

fitness values are selected. The selected 
chromosomes are used for performing the genetic 
operations such as crossover and mutation.  

Termination: 

The process is continued until it reaches the utmost 

number of iterationsI . Once it reachesI , the 

2/pN  chromosomes containing minimum fitness 

value are selected. Then, the feature selection process 

is performed by using one of the 2/pN best 

chromosomes. 

3.2 Feature Selection  

The best chromosomes that are selected from the GA 
process are given to the feature selection phase. The 
features like Standard Deviation, Probability of GA-
indexed gene and new statistical features are selected 
from dimensionality reduced data set. 

 Probability of GA-indexed gene 

Probability of GA-indexed gene feature is computed 
by utilizing each column gene values in the reduced 
set. Each gene value in the column is compared with 
other gene values in the same column.  In this 
comparison, each gene value computes the number of 
gene values which are greater than the current gene 
values and this number of greater value count is the 
Probability of GA-indexed gene feature of each gene 
value. The Probability of GA-indexed gene feature is 
computed for all the columns. 

3.2.2 New Statistical Features  

Mean (A), Median (D), Population and Sample 
standard deviations (PS &SS) features are extracted 
from the gene values in the reduced data set. The 
features computation initially performs distinction 
process between the genes in column. The new 
statistical feature extraction process is different from 
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the normal statistical feature extraction process. Here, 
the new statistical feature extraction process is 
performed after computing the distinction process 
between genes in the column and then, we select the 
genes that are highly deviated between the class 
types. The selection of highly deviated genes for the 
new statistical feature extraction process gives high 
classification result.  

3.3 Classification using Feed Forward Neural 
Network  

The classification process is performed by utilizing 
the SD, Probability of GA-indexed gene and new 
statistical features from the previous phase. To 
perform the classification process, here we utilize 
Feed Forward Back Propagation Neural Network 

(FFBNN).  Each column in uvP contains six features 

and these features are given to the FFBNN to perform 
the training process. Network training and testing 
process is performed by using these extracted 
features. In the training phase, the extracted features 
(feature selection described in the section 3.2) are 
given to FFBNN network. The FFBNN network is 
well trained by these extracted features. The network 

is created with six input unit, dH  hidden units and 

one output unit. The basic structure of FFBNN 
network is shown in fig.2. 

 

Fig 2: Proposed Gene Cancer Classification FFBNN Structure   

The FFBNN network is well trained by the 
extracted features and this network classifies the 
particular column gene values to which the class 
types it belong. Testing process is performed for the 
column gene values in the dimensionality reduced 

dataset uvP . Column values are selected from uvP  

and the feature selection process is performed 
(described in section 3.2). The extracted Standard 

Deviation, Probability of GA-indexed gene and new 
statistical features are given to the FFBNN network. 
The well trained FFBNN network classifies the 
columns gene values into any of the cancer class type 
by using the extracted features.  In this manner, the 
microarray gene expression dataset gene values are 
classified.  

4. Results and Discussion  

The proposed classification technique is implemented 
in MATLAB platform (version 7.8) and it is 
evaluated using the microarray gene expression 
dataset. The dataset contains 675 genes and 156 
samples. The high dimensional dataset is subjected to 
dimensionality reduction using a Genetic Algorithm 
(GA) and so the dataset dimension is reduced to 10 
genes, and 156 samples.  Among these 156 samples, 
1 to 139 samples are belongs to the AD class type 
and 140 to 156 samples are belongs to the NL class 
type. The dimensionality reduced dataset with 10 
genes are used in the feature selection process. In the 
feature selection phase standard deviation, 
Probability of GA-indexed gene and new statistical 
features are extracted. These extracted features are 
then given to the FFBNN training and testing 
process. The training dataset contains 156 training 
samples and testing dataset contains 156 testing 
samples i.e., initially 155 samples are utilized for 
training and the 156th sample is used for testing, 
subsequently, 1 to 154 and 156th samples are 
exploited for training process and 155th sample is 
used for testing process.  This procedure is repeated 
until all the 156 samples are involved in both the 
training and testing process. The performance of 
proposed method is analyzed by using the statistical 
measures. The statistical measures [27] are used to 
measure the classification performance. The 
performance analyses have shown that the proposed 
method has been successfully classified the genes in 
their specified gene data types. The performance of 
proposed gene classification method is analyzed with 
GA parameters by tuning these GA parameter values. 
The GA parameters crossover rate and mutation rate 
are involved in the tuning process. The population 
size is sets 10 and the chromosome length to be 
changed 10, 20 and 30. Moreover the existing SVM 
result values are obtained by changing the gene 
values 10, 20 and 30. 
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Table 1 tabulates the TP, TN, FP and FN values from the GA parameter tuning process 

  Population 
size 

Crossover 
Rate 

Mutation 
Rate 

True 
Positive 

(TP) 

False 
Positive 

(FP) 

True 
Negative 

(TN) 

False 
Negative 

(FN) 

ACC 

0.2 0.1 136 11 6 3 91.03 

0.3 0.1 133 17 0 6 85.26 

0.4 0.1 138 17 0 1 88.46 

0.5 0.1 135 11 6 4 90.38 

0.2 0.2 134 13 4 5 88.46 

0.3 0.2 137 14 3 2 89.74 

0.4 0.2 137 17 0 2 87.82 

0.5 0.2 135 17 0 4 86.54 

0.2 0.3 137 14 3 2 89.74 

0.3 0.3 127 12 5 12 84.62 

0.4 0.3 134 9 8 5 91.03 

0.5 0.3 134 16 1 5 86.54 

0.2 0.4 127 9 8 12 86.54 

0.3 0.4 124 10 7 15 83.97 

0.4 0.4 131 14 3 8 85.90 

 

 

 

 

 

 

10 

0.5 0.4 133 14 3 6 87.18 

0.2 0.1 134 14 3 5 87.82 

0.3 0.1 136 9 8 3 92.31 

0.4 0.1 134 12 5 5 89.10 

0.5 0.1 137 8 9 2 93.59 

0.2 0.2 136 11 6 3 91.03 

0.3 0.2 131 8 9 8 89.74 

 

 

 

 

 

 

 0.4 0.2 121 8 9 18 83.33 
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0.5 0.2 135 9 8 4 91.67 

0.2 0.3 136 15 2 3 88.46 

0.3 0.3 134 13 4 5 88.46 

0.4 0.3 136 9 8 3 92.31 

0.5 0.3 132 10 7 7 89.10 

0.2 0.4 137 9 8 2 92.95 

0.3 0.4 137 11 6 2 91.67 

0.4 0.4 125 12 5 14 83.33 

20 

0.5 0.4 138 6 11 1 95.51 

0.2 0.1 134 9 8 5 91.03 

0.3 0.1 131 9 8 8 89.10 

0.4 0.1 134 9 8 5 91.03 

0.5 0.1 134 15 2 5 87.18 

0.2 0.2 131 9 8 8 89.10 

0.3 0.2 134 12 5 5 89.10 

0.4 0.2 134 10 7 5 90.38 

0.5 0.2 136 10 7 3 91.67 

0.2 0.3 132 9 8 7 89.74 

0.3 0.3 136 14 3 3 89.10 

0.4 0.3 137 9 8 2 92.95 

0.5 0.3 138 7 10 1 94.87 

0.2 0.4 131 4 13 8 92.31 

0.3 0.4 135 13 4 4 89.10 

0.4 0.4 122 12 5 17 81.41 

 

 

 

 

 

 

30 

0.2 0.1 124 8 9 15 85.26 

 

Table 1: GA parameters tuning results of TP, FP, TN and FN values 
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True positive (TP): AD class type correctly identified 
as AD.False positive (FP): NL class type incorrectly 
identified as AD class typeTrue negative (TN): NL 
class type correctly identified as NL. False negative 
(FN): AD incorrectly identified as NL class 
type.Based on the accuracy values in Table 1, the 
best and worst case TP, TN, FP and FN values are 
identified.The best and worst case values in table 1 
are represented as bold black, italic formats. These 
best and worst cases statistical measures values  are 
tabulated in the following Table 2 

Statistical 
Measures 

Number 
of GA 

indexed 
genes 

Best 
Case 

Worst Case  

10 96.40 89.21 

20 99.28 89.93 

Sensitivity 
(%) 

30 99.28 87.77 

10 52.94 58.82 

20 35.29 70.59 

FPR (%) 

30 41.18 70.59 

10 91.03 83.97 

20 95.51 83.33 

Accuracy 
(%) 

30 94.87 81.41 

10 47.06 41.18 

20 64.71 29.41 

Specificity 
(%) 

30 58.82 29.41 

10 93.71 92.54 

20 95.83 91.24 

PPV (%) 

30 95.17 91.04 

10 61.54 31.82 

20 91.67 26.32 

NPV (%) 

30 90.91 22.73 

10 6.29 7.46 

20 4.17 8.76 

 

 

FDR (%) 30 4.83 8.96 

10 49.00 27.20 

20 74.83 18.43 

MCC (%) 

30 70.72 15.38 

 

Table 2: Performance of proposed FFBNN best, worst cases 

In analyzing the statistical performance, the proposed 
method in the best case has given 93.8 % of mean 
accuracy, and in the worst case it has given 82.9 % of 
mean accuracy as result. When compared to the 
existing classifier, the proposed method has provided 
high accuracy and when compared to the old 
statistical features, the proposed method performance 
is slightly varied. The statistical measures of 
proposed method in the best case are compared with 
existing classifier. The accuracy of proposed and 
existing method comparison results are shown in the 
Figure 3.  

 

Fig 3: Comparison of proposed method with existing and old 
statistical features classifier 

The comparison graph shows that the existing 
method has low classification performance than our 
proposed method in all 10, 20 and 30 GA indexed 
gene values.  
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5. Conclusion  

In this paper, an efficient classification technique was 
introduced to classify the microarray genes into their 
specified cancer class type. The performance of the 
proposed classification technique was analyzed by 
performing statistical measures in terms of true 
positive and true negative values and compared with 
the existing classifier and old statistical features. For 
the performance analysis process the GA parameters 
was tuned. The parameter tuning process best and 
worst case results were analyzed to acquire the better 
result. The comparative results have shown that the 
proposed classification technique has performed 
better in terms of accuracy than the existing classifier 
and old statistical features. Hence, from the 
experimental results and analysis, it was clearly 
understood that the performance of the proposed 
classification technique was superior. 
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