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Abstract 
One class classification is widely used in many applications. 
Only one target class is well characterized by instances in the 
training data in one class classification, and no instance is 
available for other non-target classes, or few instances are 
present and they cannot form statistically representative samples 
for the negative concept. A two-step paradigm employing non-
negative matrix factorization (NMF) and support vector data 
description (SVDD) for one class classification training of non-
negative data is developed. Firstly, a projected gradient based 
NMF method is used to find the hiding structure from the 
training instances and the training instances are projected into a 
new feature space. Secondly, SVDD is employed to perform one 
class classification training with the projected feature data. 
Classification examples demonstrate that the proposed method is 
superior to principal component analysis (PCA) based SVDD 
method and other standard one class classifiers. 
Keywords: Non-Negative Matrix Factorization, Support Vector 
Data Description, One Class Classification. 

1. Introduction 

In recent years, there has been considerable interest in one 
class classifiers. One class classification was originally 
proposed in object recognition application [1]. Only one 
target class is well characterized by instances in the 
training data in one class classification problems, and no 
instance is available for other non-target classes, or few 
instances are present and they cannot form statistically 
representative samples for the negative concept [2-4]. This 
is true in many classification applications, such as fault 
diagnosis and object identification [1, 4]. In fault 
diagnosis, it is easy to obtain the normal operation 
instances, but we have few instances or no instance to 
model the fault class. In object identification, it is very 

challenging to collect non-object samples when we train 
the machine to learn an object, because too many samples 
are available and it is hard to represent the negative 
concept uniformly. One class classifiers are more difficult 
to build than conventional multi-class classifier or binary 
classifier, for only the target classification boundary or 
density can be obtained when negative sample data is 
either absent or limited in its distribution. 
 
One class classifiers are generally classified into three 
main types, which are density estimation, reconstruction 
and boundary estimation approaches. Two classical 
methods for one class classification are the density 
estimation method and the reconstruction method [2]. 
Gaussian data description, mixture of Gaussian data 
description and Parzen data description are well-known 
density estimation approaches. Some reconstruction 
approaches have also been developed, such as principal 
component analysis (PCA) data description and auto-
encoded neural network data description. 
 
Another important method for one class classification is to 
obtain the boundary around the target instances. Recently 
support vector data description (SVDD) approach has 
been developed to distinguish the target class from others 
in the pattern space [2, 5]. SVDD computes the 
hypersphere in the pattern space around the target class 
data with the minimum radius to encompass almost all the 
target instances and exclude the non-target ones. 
 
There is an extensive literature on the implementation and 
application of SVDD. However, few researches 
investigate the data preprocessing method for SVDD. As 
we know, one class classification requires a large number 
of instances for object training [6]. In addition, it is 
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difficult to decide the feature set used to find the best 
separation between target class and non-target class. 
Dimension reduction and feature selection is important for 
one class classification [7]. PCA preprocessing has been 
reported for one class classification to improve the 
classifier performance [8]. In fact, the feature data is often 
non-negative in many real life applications. Non-negative 
matrix factorization (NMF) is superior to PCA for non-
negative data as it employs non-negative constrain which 
is according to the practical meaning of the real life data 
[9, 10]. NMF has the ability to find the hiding data 
structure and has been successfully used for feature 
extraction in some applications. In this paper a NMF and 
SVDD based one class classifier is developed. 
Experimental results demonstrate that the performance of 
the proposed classifier is superior to PCA based SVDD 
classifier and other one class classifiers. 

2. NMF & SVDD Based One Class Classifier 

We will introduce support vector data description firstly in 
this section. 
 
Given an instance set DL

ld RxX ×∈= ][ , where L is the 
number of samples, and D is the number of features. The 
i-sample is denoted as ix . The SVDD identifies a 
hypersphere with minimum volume containing all or most 
of the instance samples. The hypersphere volume is 
characterized with its center c and radius R in the new 
feature space. The objective of minimum volume is 
achieved by minimizing 2R , this constrained optimization 
problem can be formulated as 

2)(min RcF =  

LiRcxts i ,...,1,)(.. 22 =≤−ϕ             (1) 

where )(⋅ϕ  maps the feature data into a new feature space, 

and ⋅  is the 2L -norm. 

 
To allow the possibility of outliers in the training data set, 
slack variables are introduced as 

∑=
+=

L

i iCRcF
1

2),(min ξξ  

LiRcxts iii ,...,1,0,)(.. 22 =≥+≤− ξξϕ (2) 

where C is the penalty coefficient for outliers, and iξ  is 
the distance between the i-th instance sample and 
hypersphere. 
 
It is also possible to use a kernel ),( vuK  to represent the 
inner product. The Gaussian kernel 

)/exp(),( 22
szxzxK −−=  is known as an efficient 

kernel for SVDD [5], and we always use it in this paper. 
The above problem can be solved by optimizing the 
following dual problem after introducing Lagrange 
multipliers 
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A quadratic programming algorithm can be employed to 
solve the above problem. There are three types of training 
instances depending on whether 0=iα , 

Ci <=< 00 α or Ci =α . When 0=iα , the 
instances are within the hypersphere. When 

Ci <=< 00 α , the instances are on the hypersphere 

boundary. When Ci =α , the instances are outside the 

hypersphere and have nonzero iξ . The instances are also 

called support vectors (SV) when 0≠iα . 
The hypersphere center can be obtained by 
                              ∑ ∈

=
SVx ii

i
xc )(ϕα                        (4) 

The square radius 2R  can be calculated with the distance 
between c and any support vector x on the ball boundary. 
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The above SVDD hypersphere result can be used for one 
class classification after training. During the classification, 
the sign of the following function is used to judge whether 
an instance is inside the SVDD hypersphere 

)),(),(2sgn(

)(sgn()( 22
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where 

∑ ∑∈ ∈
−=

SVx SVx jiji
i j

xxKRz ),(2 αα      (7) 

A positive sign implies that the tested instance is within 
the SVDD hypersphere. 
 
Next we will give a summary to non-negative matrix 
factorization, and we will describe our one class 
classification method. 
 
Non-negative matrix factorization was originally proposed 
by Paatero and Tapper [9]. Given the observation matrix 
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DL
ld RxX ×∈= ][ , and the lower-rank J, NMF finds 

such non-negative factors JL
lj RaA ×∈= ][  and 

DJ
jd RxT ×∈= ][  that 

ATX ≅                                 (8) 
Non-negative constrains are applied to A and T during the 
decomposition, that means 0≥lja  and 0≥jdt . NMF 

became popular after the simple multiplicative update rule 
provided by Lee and Seung [10]. Some other algorithms 
have been developed after their algorithm [11, 12]. NMF 
has been successfully used in a variety of real world 
applications, such as pattern recognition and data mining. 
 
NMF can be solved by minimizing the difference between 
X and AT in terms of the squared Euclidean distance 

2/),( 2

F
ATXTAf −=                       (9) 

where 
F

⋅  denotes the Frobenius norm. Alternating 

nonnegative least squares is an efficient algorithm to solve 
the above problem using a block coordinate descent 
method in bound-constrained optimization. After 
initializing non-negative 0A  and 0T , the following 
update rule is employed  

),Tf(AA kkk minarg1 ←+  

),Tf(AT kkk 11 minarg ++ ←                (10) 
where k=0,1,2,.... We can use a projected gradient method 
called alternating non-negative least squares [1] to keep all 
the elements non-negative. This method shows very fast 
convergence and it is used in this paper. 
 
Only non-negative data have practical physical meaning in 
many real world applications, and the underlying 
components of data with non-negative decompositions are 
able to provide physical interpretation. For example, the 
sensor measurement results of distance and volume, the 
housing price in the market. Non-negative decomposition 
provides an efficient tool to extract the relevant parts from 
the data. In this paper, we employ NMF in one class 
classifier to find the local patterns hidden in the training 
data, and we expect the non-negative constrains to give 
the natural representation of the training data with 
decomposed components. It is also important that NMF is 
an additive model which does not allow subtraction. 
Therefore NMF is able to describe the entire entity with 
the decomposed parts, that is to say NMF is a part-based 
representation. A zero-value represents the absence and a 
positive number represents the presence of the 
decomposed components in our one class classification 
application. This additive nature of NMF is expected to 
result in a new base of the data features. 
 

This view of NMF leads to a two-stage one class 
classification method. Firstly, projected gradient method is 
used to perform NMF on the training data X. We can 
obtain the base A and the projection T with NMF X=AT. A 
is the new base which includes the structure and 
components information hidden in the training data X. T is 
the projection result of the training data X onto the base A. 
T can provide more feature information for one class 
classification. Secondly, SVDD is employed to perform 
one class classification training with T and corresponding 
labels. The trained SVDD can be used for one class 
classification after training. When we perform one class 
classification with test data Q , the test data features P can 
be obtained after the test data Q is projected on the base A 
with Q=AP. And the final classification results can be 
obtained when the trained SVDD is employed to the test 
data features P. 

3. Experiments and Discussion 

We will introduce support vector data description firstly in 
this section. 
 
False positive rate (FPR) and false negative rate (FNR) are 
usually employed as error measurement for classification. 
FPR is the ratio of the number of non-target instances 
which are mistakenly classified as target to the total 
number of non-target instances. Similarly, FNR is the ratio 
of the number of target instances those are mistakenly 
classified as non-target to the total number of target 
instances. A good one class classifier will have both a 
small FPR and a small FNR. Recall (RC) is also widely 
used for classification accuracy measurement. Recall is 
defined as the ratio of the number of target instances those 
are correctly predicted to the total number of target 
instances. A good one class classification will have a big 
recall value. 
 
Receiver-operating characteristic (ROC) curve that is a 
function of the true positive ratio to the false positive is 
usually used to compare the performance of classifiers, but 
the curve comparison of different classifiers is not easy. 
The area under the ROC curve (AUC) measure is 
employed to compare the performance in our experiments 
[13]. AUC is calculated from the ROC curve values. With 
this definition, the larger the AUC value is, the better is 
the performance of a one-class classifier. 
 
In our experiments, data description toolbox (DDTools 
1.7.5) [14] is used. And default parameters for this toolbox 
are employed. The tolerance for NMF is 10, and the 
maximum iteration number is 5. 70 percent of the whole 
instances is selected as the training data, and the other 
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instances data is used to evaluate the classification 
performance after the training. 
 

3.1 Compare with Other One Class Classifiers 

Footnotes should be typed in singled-line spacing at the 
bottom of the page and column where it is cited.  
Footnotes should be rare. 
 
Databases with non-negative data used widely for 
classification test in other literature [16, 17] were 
employed to test the performance of the proposed 
algorithm in this paper. Results on the wine recognition 
database and the Boston housing database from University 
of California Irvine machine learning repository [15] are 
reported here. The wine recognition database is used to 
determine the origin of wines using chemical analysis. The 
class 1 is regarded as target class in this wine recognition 
database. There are 59 target instances and 119 outlier 
instances with 13 features in the wine recognition database. 
The Boston Housing database is used to predict the 
housing price in suburbs of Boston. The class whose 
median price is less than 35000 dollar is regarded as target 
class. There are 458 target instances and 48 outlier 
instances with 13 features in the Boston Housing database. 
70 percent target instances and outlier instances are 
randomly selected from the whole instances data for 
classifier training, and the other 30 percent for testing and 
evaluation in our experiments. 
 
Different one class classifiers were evaluated on the wine 
database and the housing database. These classifiers 
included Gauss, mixture Gauss (MixGauss), PCA, SVDD, 
Parzen, auto-encoded neural network (AENN), and the 
proposed one class classifier. Experimental results of the 
wine database and the housing database are listed in Table 
1 and Table 2, respectively. The factor size of J in 
equation (8) of NMF for the wine database and the 
housing database is selected as 6 and 5, respectively. Both 
SVDD method and Parzen method can accurately classify 
all the target instances for the wine database in Table 1, 
but they all have bad FPR value. This means these two 
methods classified most outlier instances as target. The 
wrong result is caused by the insufficient information in 
the training set to correctly estimate the parameters for the 
classifier. The error classification rates for target and 
outlier of Gauss, mixture Gauss, PCA, and auto-encoded 
neural network are higher than 11 percent. All the error 
classification rates of the proposed method are less than 6 
percent. The proposed method obtained the less total error 
classification rate and the greater recall value. The AUC 
value gives the overall performance evaluation. The 
proposed method obtained the greatest AUC value, it has 

the superior performance. Similar results can also be 
found in Table 2 for the housing database. The proposed 
method obtained the best performance compared with 
other methods in our experiments. 

Table 1: Comparison of one class classifiers for wine database 

Method FPR FNR RC AUC 

Gauss 0.0292 1.0000 0.9708 0.6241 

MixGauss 0.0511 1.0000 0.9489 0.6554 

PCA 0.0438 0.9286 0.9562 0.6481 

SVDD 0.9781 0.0000 1.0000 0.5615 

Parzen 0.8248 0.0000 0.1752 0.5865 

AENN 0.0438 0.7857 0.9562 0.5553 

Proposed 0.2190 0.4286 0.7810 0.8186 

Table 2: Comparison of one class classifiers for housing database 

Method FPR FNR RC AUC 

Gauss 0.1765 0.2286 0.8235 0.9109 

MixGauss 0.2941 0.1714 0.7059 0.8588 

PCA 0.1765 0.7429 0.8235 0.6084 

SVDD 1.0000 0.0000 0.0000 0.6151 

Parzen 0.7647 0.0000 0.2353 0.7647 

AENN 0.1176 0.3143 0.8842 0.8336 

Proposed 0.0588 0.0286 0.9412 0.9950 

 

3.2 Compare with PCA Based SVDD Classifier 

PCA is often used for feature extraction before 
classification. It can capture the data variance in the 
squared error sense and map data into orthonormal 
subspace. Eigenvalue decomposition is used to obtain the 
eigenvectors of the target covariance matrix in the 
practical calculation. The eigenvectors corresponding to 
the largest eigenvalues are considered as the principal 
components, they are the principal axis in the direction of 
the largest variance. These eigenvectors are used to form 
an orthonormal basis for data mapping. The number of the 
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orthonormal basis vectors is optimized to represent the 
data variance. 
 
The one class classifiers that combine PCA feature 
extraction and SVDD are also compared with the 
proposed method in our experiments. Classical PCA and 
kernel PCA (KPCA) [8] based feature selection methods 
are used for test. The feature number was automatically 
optimized in the experiment while the total variance was 
selected as 90 percent.  
 
Experimental results of the wine database and the housing 
database are listed in Table 3 and Table 4, respectively. 
The overall performance evaluation provided by AUC 
value shows that PCA and kernel PCA based SVDD 
classifiers can improve the classification performance. 
However, the performance improvements of these 
methods are small compared with the proposed method. 

 
Databases with non-negative data used widely for 
classification test in other literature [16, 17] were 
employed to test the performance of the proposed 
algorithm in this paper. Results on the wine recognition 
database and the Boston housing database from University 
of California Irvine machine learning repository [15] are 
reported here. The wine recognition database is used to 
determine the origin of wines using chemical analysis. The 
class 1 is regarded as target class in this wine recognition 
database. There are 59 target instances and 119 outlier 
instances with 13 features in the wine recognition database.  

Table 3: Compare with PCA based SVDD for wine database 

Method FPR FNR RC AUC 

SVDD 1.0000 0.0000 0.0000 0.6151

PCA+SVDD 0.9412 0.0286 0.0588 0.6630

KPCA+SVDD 1.0000 0.0000 0.0000 0.6206

Proposed 0.0588 0.0286 0.9412 0.9950

Table 4: Compare with PCA based SVDD for housing database 

Method FPR FNR RC AUC 

SVDD 0.9781 0.0000 0.0219 0.5615

PCA+SVDD 0.5547 0.3571 0.4453 0.5928

KPCA+SVDD 1.0000 0.0000 0.0000 0.6019

Proposed 0.2190 0.4286 0.7810 0.8186

 
The data feature distribution of the housing database is 
plotted in Fig.1. The two principal features those are 
obtained with PCA analysis method of the source data, 
PCA processed data and NMF processed data is plotted in 

1(a), 1(b) and 1(c), respectively. Some outlier instances of 
source data are in the high density area of the target 
instances as showed in Fig.1(a). This is similar for PCA 
processed data as showed in Fig.1(b). And most outlier 
instances are distributed in the low density area of the 
target instances area for NMF processed data as showed in  

 
(a) Source data 

 
(b) Data after PCA processing 

 
(c) Data after NMF processing 

Fig. 1  Data feature plot of housing database 
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Fig.1(c). This showed that the new feature space obtained 
with NMF based processing method is more suitable for 
one class classification. PCA decomposition satisfies with 
orthogonal constrain, and cannot assure the decomposition 
results are non-negative. NMF satisfies with the non-
negative constrain, and it is more suitable for non-negative 
data application to find the hidden structure. This is the 
reason that NMF is superior to PCA in one class 
classification for non-negative data. 
 

3.3 Comparison of different factorization sizes 

Deciding the factorized matrix size J in equation (8) is 
important for NMF. It is known that when the size of X is 
L×D, J needs to satisfy )/()( DLDLJ +×≤ . Different 
J in the proposed method is employed to the wine database 
and the housing database, and the results are listed in 
Table 5 and Table 6, respectively. Compared with the 
AUC value 0.6151 of SVDD method in Table 1 for the 
wine database, all the AUC value of different J in Table 5 
are greater. This means our proposed NMF based method 
is efficient to improve the performance of SVDD for one 
class classification. This can also be verified in Table 6 for 
the housing database, where all the AUC value of different 
J is also greater than original SVDD method. But the best 
choice of J is application dependent, parameter 
optimization can be employed for selection of J. 

Table 5: Comparison of different factorized size for wine database 

Size of J FPR FNR RC AUC 

J=5 0.1176 0.1429 0.8824 0.9664 

J=6 0.0588 0.0288 0.9412 0.9950 

J=7 0.1765 0.1429 0.8235 0.9529 

J=8 0.1765 0.1429 0.8235 0.9513 

J=9 0.0588 0.4000 0.9412 0.6840 

J=10 0.1765 0.5714 0.8235 0.6975 

Table 6: Comparison of different factorized size for housing database 

Size of J FPR FNR RC AUC 

J=5 0.2190 0.4286 0.7810 0.8186 

J=6 0.3066 0.3571 0.6934 0.7492 

J=7 0.2044 0.4286 0.7956 0.8175 

J=8 0.1606 0.6429 0.8394 0.7044 

J=9 0.2628 0.3571 0.7372 0.8149 

J=10 0.1898 0.2857 0.8102 0.7753 

4. Conclusions 

A two stage method for one class classification employing 
NMF and SVDD for non-negative data is proposed. NMF 
is used to project sample instances to a new feature space 
before SVDD is employed for classification. There are 
several advantages in this hybrid method. First, NMF is 
more efficient than PCA to find the hidden structure for 
non-negative data, and the feature space produced with 
NMF is appropriate for SVDD. Second, the proposed 
method is superior to other classical one class classifiers. 
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