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Abstract 
In present scenario almost every system and working is 
computerized and hence all information and data are being stored 
in Computers. Huge collections of data are emerging.  Retrieval 
of untouched, hidden and important information from this huge 
data is quite tedious work. Data Mining is a great technological 
solution which extracts untouched, hidden and important 
information from vast databases to investigate noteworthy 
knowledge in the data warehouse. An important problem in data 
mining is to discover patterns in various fields like medical 
science, world wide web, telecommunication etc. In the field of 
Data Mining, Sequential pattern mining is one of the method in 
which we retrieve hidden pattern linked with instant or other 
sequences. In sequential pattern mining we extract those 
sequential patterns whose support count are greater than or equal 
to given minimum support threshold value. In current scenario 
users are interested in only specific and interesting pattern 
instead of entire probable sequential pattern. To control the 
exploration space users can use many heuristics which can be 
represented as constraints. Many algorithms have been 
developed in the fields of constraint mining which generate 
patterns as per user expectation. In the present work we will be 
exploring and enhancing the regular expression 
constraints .Regular expression is one of the constraint and 
number of algorithm developed for sequential pattern mining 
which uses regular expression as a constraint. Some constraints 
are neither regular nor context free like cross-serial pattern 
anbmcndm used in Swiss German Data. We cannot construct 
equivalent deterministic finite automata (DFA) or Push down 
automata (PDA) for such type of patterns.  We have proposed a 
new algorithm PMFLT (Pattern Mining using Formal Language 
Tools) for sequential pattern mining using formal language tools 
as constraints. The proposed algorithm finds only user specific 
frequent sequence in efficient optimized way as compared to 
other existing algorithm. Our experimental results clearly show 

that proposed algorithm is quite enhanced and improved and 
generates optimum frequent sequences as per user expectation.  
Keywords: Sequential Pattern Mining, Regular Expressions, 
Context Free Grammars, Formal Language Tools, Deterministic 
Finite Automata, Push Down Automata, Turing Machine. 

1. Introduction 

In present scenario almost every system and working is 
computerized and hence all information and data are being 
stored in Computers. The capacity of data storage is 
increasing tremendously. In the present Hi-tech age the 
amount of data is also increasing in line with data storage 
capacity. Retrieval of untouched, hidden and important 
information from this huge data is quite tedious work [1]. 
Data Mining is a great technological solution which 
extracts untouched, hidden and important information 
from vast databases to investigate noteworthy knowledge 
in the data warehouse [2]. An important problem in data 
mining is to discover patterns in various fields like 
medical science, world wide web, telecommunication etc. 

In the field of Data Mining, Sequential pattern mining is 
one of the method in which we retrieve hidden pattern 
linked with instant or other sequences [3, 4]. In sequential 
pattern mining we extract those sequential patterns whose 
support count are greater than or equal to given minimum 
support threshold value. The application of sequential 
pattern mining is to predict customer’s behavior, patient’s 
behavior and stock market behavior based on transaction 
history [5, 6, 7, 8]. Several different sequential pattern 
mining algorithms have been developed and implemented 
for time series databases [9]. The main objective of these 
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algorithms is to improve performance and effectiveness. In 
current scenario users are interested in only specific and 
interesting pattern instead of entire probable sequential 
pattern [10]. In this type of Data mining number of rules 
are generated from specific data which are in thousand or 
more and most of them are not correlated and not useful to 
us [11]. To control the exploration space users have many 
heuristics which can be represented as constraints. Many 
algorithms have been developed in the fields of constraint 
mining which generate patterns as per user expectation 
[11, 12]. Various types of constraints are suggested in 
literature like: knowledge type constraint, data constraint, 
interesting constraint, rule constraint, item constraint, 
regular expression constraint etc [2, 13]. In the present 
work we will be exploring and enhancing the regular 
expression constraints. 

Regular expression is one of the constraints and there 
are number of algorithms in sequential pattern mining 
which uses regular expression as a constraint [14, 15, 16]. 
Some constraints are not regular and we can not construct 
equivalent deterministic finite automata (DFA) for such 
type of pattern like anbn.  Recently a new work for 
sequential pattern mining has been developed which uses 
context free grammar as a constraint and develops push 
down automata (PDA) instead of DFA [17]. Still there are 
some other constraints like cross-serial pattern anbmcndm 
which are neither regular nor context free [18].  

We propose a new theoretical framework for sequential 
pattern mining using formal language tools. We propose a 
new algorithm PMFLT (Pattern Mining using Formal 
Language Tools) for sequential pattern mining using 
formal language tools as constraints. The proposed 
algorithm finds only user specific frequent sequence in 
efficient optimized way as compared to other existing 
algorithm. We first recognize category of constraint 
pattern as per formal language classification and then 
develop equivalent machine which satisfies sequences as 
per user constraint and determines frequent sequence 
whose support count is greater than minimum support 
value. Our experimental results clearly show that proposed 
algorithm is quite enhanced and improved and generates 
optimum frequent sequences as per user expectation. 
The Paper is organized as- In section 2 we discuss basic 
concept of sequential patter mining. In section 3 we 
discuss the working and characteristics of existing 
sequential pattern mining algorithms which uses regular 
expression constraints and context free grammar 
constraints. We also discuss some issues and challenges of 
the existing algorithms. In section 4 we discuss the formal 
languages tools and their classification. In section 5 we 
present the new algorithm framework for sequential 
pattern mining using formal language tools and discuss its 

illustration. In section 6 we analyze the performance of 
proposed algorithm. In section 7 we present the 
conclusion.  

2. Basic Concept 

The primary goal of Sequential Pattern Mining algorithms 
is to determining frequent sequences in the given database. 
Algorithms for this problem are mined sequentially where 
dataset are ordered like in the field of bioinformatics 
example of sequences are amino-acids and nucleotide 
sequences.  The problem was first introduced by Agrawal 
and Srikant, where the basic concepts involved in pattern 
detection were established [4]. In the past years, several 
sequential pattern mining algorithms were proposed, but 
not all assume the same conditions. The use of some 
constraints has a great impact on their design and 
efficiency [17, 19, 20]. 
Some basic definitions are needed, in order to formally 
introduce the problem [1, 2]: 
Items: - An itemset is a non-empty subset of elements from 
a given set C, the item collection is known as items. 
Sequence- A sequence is a list of item sets in sorted order. 
A sequence called maximal if it is not enclosed in any 
other sequence. K items sequence is called a k-sequence. 
The length of the sequence S is number of elements and it 
is denoted by |s|. 
Support–The ratio of the number of existing frequent 
sequence (F) and the number of possible sequences(S) is 
the database density (p) and it is calculated by  p=F/S. 
Frequent Sequence- Given D as database of sequences, 
and a few user-specified minimum support threshold σ and 
constraint K. A sequence is frequent if it is satisfying the 
constraint and support at least σ. 

3. Related Work 

Recently, Regular language and Context-Free languages 
have been proposed [11, 12, 14, 21, 22, 23, 24, 25] to be 
used as a constraint to reduce the number of discovered 
patterns. In computing, a regular expression is an 
expression that describes a language (set of strings), 
according to specific syntax rules and is called a pattern. 
The need to search for regular expressions arises in many 
text based applications, such as document retrieval, text 
editing and computational biology. There are many 
applications of Regular expression like search and 
modifying text in text editors and utilities based on given 
patterns. Various programming languages like Java etc. 
provide packages of regular expressions for string search 
and modification.  Another grammar known as CFG 
(Context Free Grammar) is powerful than regular grammar 
and most programming languages syntax are often 
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described by CFG. Most existing literatures for searching 
regular expression are usually done by converting the 
regular expression into a deterministic finite automaton 
[26, 27, 28, 29].  
Throughout the last two decade, lot of people have 
implemented and compared several algorithms that try to 
solve the sequential Pattern Mining problem as efficiently 
as possible. Out of these several algorithms which has 
made a significant contribution to improve the efficiency 
of sequential pattern mining using regular expression 
constraints some are SPIRIT [14], PrefixGrowth [12], RE-
Hackle [21], MILPRIT [15], SMA [16]. Regular 
expression generates type-3 language or regular language 
which is the type of formal language classification. Most 
of the work developed in this type-3 language category of 
formal language classification. 
SPIRIT [14] is very popular and well known algorithm 
which generates pattern as per constraints given by user in 
the form of regular expression. It is apriori like algorithm 
and its working is similar to GSP [14]. It generates 
candidates and satisfies by regular expression constraints. 
It does not require any complex data structure or graph 
[9]. It is based on BFS which uses horizontal 
representation of database [28]. 
PrefixGrowth [11] is a pattern-growth method, like 
PrefixSpan that generate only those sequences which 
satisfies the constraint R and according to the constraint 
sequences that are prefixes of valid sequences.  
RE-Hackle algorithm (Regular Expression Highly 
Adaptative Constrained Local Extractor) [21] is a highly 
adaptive algorithm, which represents tree structure of 
regular expression.  An Abstract Syntax Tree which 
encodes the structure of the canonical form of a RE-
constraint is called Hackle-tree. Each intermediated node 
represent operator and leaf node contain sequences which 
are atomic. These atomic sequences are assembled by the 
union, concatenations, and Keene closures to structure the 
first RE-constraint.  
MILPRIT (Mining Interval Logic Patterns with Regular 
expressions constraints) [15, 22] is intended to mine first 
order temporal patterns, where time is represented by 
intervals, and regular expression constraints are used to 
confine the search space. It also belongs to the apriori 
class. 
Recently SMA [16] proposed new algorithm which uses 
regular expression as a constraint and develops new Petri 
Net type automata. It generates only those sequences 
which are satisfied by Automata and whose support count 
are greater than or equal to minimum support threshold 
value. First algorithm based on the SMA: SMA-1P. This 
algorithm simply passes through the SMA every sequence 
in the input database, producing all the valid patterns, 
whose frequency is then counted. Second method based on 
frequency pruning. The method is named SMA-FC, and it 

performs a number of scans of the database equals to the 
number of states of the given regular expression. To 
evaluate the effectiveness of the SMA over SPIRIT, we 
perform experiment with synthetic dataset data_500K-
50l_20I. The C++ implementations of both algorithms and 
dataset are downloaded from link given in article [16].The 
runtime behavior of both algorithms are shown in figure 1.  
 

Run Time Behavior for Dataset data_500k_50l_20i
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Fig. 1 The Run Time of SMA is compared with that of SPIRIT 
 
 

We performed experiment on two available approaches of 
SMA one is SMA-1P (One Pass) and other is SMA-FC 
(Full Check). We Compare the result of SMA with 
SPIRIT (V) over Regular Expression A*B (B/C) D*E. It 
is clear    that SMA is faster than SPIRIT algorithm and 
also generates less number of frequent sequences. SMA is 
fastest and efficient method for sequential pattern mining 
using Regular expression constraints [16]. If pattern is 
A*B(B/C)D* E and Transaction 
T=ACDBFAAEBCFDDE then SMA generate 18 frequent 
sequences. The program outputs are shown in Figure 2 in 
terms of frequent sequences. 

 

 
 

Fig. 2 Frequent Sequences are generated from SMA  
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Sequence Mining Automata (SMA) has lot of advantages 
over SPIRIT and it is proved by above experiments. If 
pattern is AnB(B/C)DnE then out of 18 sequences which 
are shown in Figure 2 then only three sequences satisfy 
this constraint and they are AABCDDE, ABBDE, 
ABCDE. This type of constraints is context free 
constraints and we can not construct the Deterministic 
Finite Automata for such type of expression and at this 
point method failed because Deterministic Finite 
Automata cannot count the occurrences of each character. 
Recently some authors pointed the same type of problem 
in their research work for Customer Bill Payment pattern 
problem [17]. Antunes developed a new algorithm 
SpiCFLComplete which uses context free grammar as a 
constraint and develops push down automata instead of 
deterministic finite automata for accepting such types of 
constraints. His algorithm approach is similar to apriori 
approach and author claims that substitution of regular 
expression constraint to context free grammar constraints 
does not affect the performance [17]. This is very 
powerful and beneficial because we know that context free 
languages are more powerful then regular. 
Still we have another problem, suppose constraint is 
AnB(B/C)DnEn then only two sequences satisfy constraint 
and they are ABBDE and ABCDE. The sequence 
AABCDDE is frequent but not interested because users 
are interested in only those sequences in which number of 
A is equal to Number of D as well as number of E. This is 
another category of constraint and it is not regular as well 
as context free so we can not construct DFA or PDA to 
accept such types of constraints. 
Number of algorithms has been developed for sequential 
pattern mining using regular expression and context free 
grammar constraint discussed above. But some constraints 
are neither regular nor context free. We have number of 
motivational examples like an example given by Shieber 
[18] from Swiss German and similar phenomena occurs in 
Dutch. Stuart shieber [18] pointed two facts case-marking 
and cross-serial order pattern of Swiss German data in his 
article. He shows in his example cross-serial dependencies 
Pattern like AnBmCnDm and prove that it is not context 
free. We know that the languages which are not context 
free cannot make push down automata for such language. 
Jackson [30, 31] also emphasizes on cross-agreement 
pattern like AnBmCnDm for RNA/DNA. He introduces -
calculus and open new research trends in bioinformatics 
and linguistics fields. English language is not regular [32] 
as well as context free. It has unlimited number of nested 
dependencies and it contains mirror image properties. If 
language has limitless crossing dependencies then it not 
context free. Cross-serial dependencies is present in Dutch 
[33].Dutch structure is similar to copy-language and it is 
not context-free which is shown in Table I. 

Table 1: Example of New Constraints 
Language Structure Pattern Class 

German  AnBmCmDn Context Free 
Dutch AnBmCnDm Not Context-Free 
Swiss German AnBmCnDm Not Context-Free 

 
Formal language or natural language data consists of 
symbols and strings which is the set of symbols. There is a 
need to retrieve pattern from such type of language and 
this type of problem will be very useful in various fields 
like bioinformatics, data mining etc [34]. A verb sequence 
of each of the sequence comes after the noun for same 
length in Swiss German data. They follow AnBnCn and 
AnBmCnDm which is not context free but is mildly context 
sensitive. This cross-serial pattern AnBmCnDm is also used 
for generating pattern for Kambi and Non-Kambi Kolam 
[35]. Nested embedding pattern and multiple crossing 
dependencies is also used in phonological words [36]. 
This is the motivation to explore all other categories of 
patterns and hence we move to higher level of Chomsky 
classification because such types of patterns belong to that 
category. Hence we develop a new framework for 
sequential pattern mining using formal language tools. 
Now we discuss formal language tools and their 
classification in next section.  

4. Formal Language Tools  

Formal language or natural language data consist of 
symbols and strings which is the set of symbol. Formal 
language is a set of words in particular pattern. Words are 
made by symbols collectively one after other without 
space. The word combination according to grammatical 
rules creates syntax or pattern [37]. Our work is based on 
uses of Formal languages tools as constraints in sequential 
pattern mining. 
Formal Grammar is formally represented by 4-Tuple G= 
(V, T, P, S), Where V is the set of non-terminals or 
variable, T is the set of constants/input/terminals, S is the 
start symbol of the grammar; P is the set of production rule 
of the form  αβ , α(VUT)+ , β  (VUT)*   , α contains 
at least one variable.  
Formal Language Tools: Formal language is character or 
symbol oriented language which is used in theory of 
computation or compiler design. Chomsky represents 
classification of formal language [32]. Chomsky given 
classification based on production Rule. This classification 
is also known as Chomsky hierarchy which is shown in 
table 2. 
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Table 2: Chomsky Classification with Equivalent Machines 

 

 
Chomsky classifies formal language into four categories 
on the basis of production rules [32]. Now we discuss 
these categories with related work in context of pattern 
mining as follows 
 
Type-3 or Regular Language  Machine works on 
that grammar is known as finite automata, so if we want 
to apply regular expression constraint then we need to 
develop finite automata, pass each sequence on that 
automata, if automata accept it then we count occurrence 
of sequence, if occurrence of sequence exceed support 
count then it is frequent. This concept used in various 
algorithms like SPIRIT, MIPLPRIT, SMA etc [14, 15, 
16]. 
 
Type-2 or Context Free Language  Context free 
language or Context free grammar belong to type-2 
category and machine works on that grammar  is known 
as push down automata , so if we want to apply context 
free grammar constraint then we need to develop push 
down automata. Context free languages are more 
expressive than regular language .i.e. anbn is not regular 
but it is context free. Antunes [17] developed a new 
methodology and algorithm which uses the context free 
grammar constraints. 
Still we have another two categories of language which 
are more expressive than previous two languages. 
 
Type-1 or Context Sensitive Language  Machine 
works on that grammar is known as linear bounded 
automata or Turing machine. Context sensitive 
languages are more expressive then Context Free i.e. 
anbncn is not context free but it is context sensitive. 
 

 

 
Type-0 Language or Type -0 Grammar – Unrestricted 
grammar or unrestricted language, Machine works on 
that grammar is known as Turing machine [38]. 
Unrestricted languages are more expressive than context 
free.  The Turing machine is the formal language tools or 
machine of unrestricted grammar or type-0 grammar. 
Type-0 Language is the super set of all type-1 CSL, 
Type-2 CFL and Type-3 RL. So it is very popular and 
strong tools for accepting pattern strings of any class. It 
was developed by Alan Matheson Turing in the year 
1936[38]. The languages accepted by Turing machine 
are called unrestricted language or recursive enumerable. 
We can construct Turing machine for all types of 
constraints [39]. Table 3 shows different types of 
constraints with grammar and their equivalent Turing 
machine Transition Diagram.   

5. Pattern Mining using Formal Language 
Tools (PMFLT): A NEW Algorithm 

The discussion of previous section motivates us to use 
formal language tools as a constraint in sequential 
pattern mining algorithm. In this section, we present new 
algorithm for Sequential Pattern Mining using formal 
language tools which first recognize constraint category 
from formal language classification and then generate 
equivalent machine to accept such type of constraints 
and determine frequent sequences in optimized way. 
Now we discuss its methodology in subsequent section. 

S. No. Type Of 
Grammar 

Type of Language Production Rule Tools/ Machine 

1 Type-0 
Grammar or 
Unrestricted 
Grammar 

Type-0 Language or 
Unrestricted Language or 
Recursively Enumerable 
Language 

α β 
α(VUT)+ , β  (VUT)* 
Example: AnBnCn | n>=1 

Turing Machine 

2 Type-1 
Grammar or 
Context Sensitive 
Grammar 

Type-1 Language or 
Context Sensitive 
Language 

α β 
α(VUT)+ , β  (VUT)* 
| α |<=| β | 
Example: AnBmCnDm | n,m>=1 

Linear Bounded Automata 

3 Type-2 
Grammar or 
Context Free  
Grammar 

Type-2 Language or 
Context Free Language  

A β 
A is single Variable, 
 β  (VUT)* 
Example: AnBn | n>=1 

Push Down Automata  

4 Type-3 
Grammar or 
Regular Grammar 

Type-3 Language or 
Regular Language 

A βx 
A is single variable  , β  

(VUT)*,xT* 
Example: A*B*  

Finite State  Machine 
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Table 3: Constraints Types and its Equivalent Turing Machines 

Constraints Type/Class  Equivalent Grammar  Equivalent Turing Machine 

a*b* 
Regular Constraints 

SaS/bX 
XbX/ 
 

 

anbn 

Context 
Free Constraints 

 

SaSb/ab  

anbncn 

Context 
Sensitive Constraints 

 

SaXbc/abc 
XbbX 
XcYbcc 
bYYb 
aYaaX/aa 

 

q0 q1 

q6

b/Y/L 

a/X/R
a/a/R,Y/Y/R

Y/Y/R

q2 
X/X/R b/b/R

q4

q5

Y/Y/R

Z/Z/R

Z/Z/R

B/B/R

q3 

b/b/L 
a/a/L 
Y/Y/L 
Z/Z/L 

c/Z/L 

 

anbm cndm 

cross-serial pattern 
 

SaXcZ/aYcZ 
XaXc/aYc 
YccY; YbbY 
YZWd; cWWc 
bWWb; aWab 
YZFZd; cFFc 
bFFb; aFabY 

 

q0
c/Y/L 

a/X/R
a/a/R, b/b/R 

b/X/R q2 

X/X/R

a/a/L 
b/b/L 
Y/Y/L 

q3

q4

X/X/R

d/Y/L

b/b/R 
Y/Y/R 

q5 
Y/Y/R 

q1

Y/Y/R

q6 

B/B/R 

b/b/L 
Y/Y/L 

 

 

q0 q1 

q2

B/B/R 

b/b/R

B/B/R

  

q0 q1  
  

 

b /B/L 

a/B/R 
a / a /R 

B/B/R  

q1 
  

B/B/R  

a/a/L  

q3 
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5.1 The Proposed Methodology 

The Proposed Algorithm works on entire database. 
The Algorithm requires three types of Input Parameter 
Database, Minimum Support and Constraint. Firstly 
algorithm calls the Procedure MFLT (Algorithm for 
equivalent machine using formal Language tools) and 
pass given constraints. The Procedure MFLT recognizes 
the category of constraint and constructs the equivalent 
machine. If recognition is not possible or rigid then by 
default construct Turing machine for given constraint 
because Turing machine accept all types of constraint 
and language.   
 
 
 
 

We have used Turing machine in our research work. 
After this the algorithm reads each transaction one by 
one and generates sequence with the help of equivalent 
machine and store in sequence list with their frequency.  
At last it reads sequence from sequence list one by one 
and prints only those sequences whose support counter 
are greater than or equal to minimum support threshold 
value. This approach is very easy and generates frequent 
sequence in optimized way without candidate generation 
and does not require any complex graph or data 
structure. Our objective is to generate a sequence which 
satisfies given constraint and their support counts are 
greater than or equal to minimum support. The pseudo 
code of the proposed algorithm PMFLT is shown in 
figure 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Proposed Algorithm PMFLT Pseudo Code  

Algorithm PMFLT (Pattern Mining Using Formal Language Tools) 

Input: D Database, ∂ minimum Support, C Constraint  
Output: Sequence S  Language L(C) and Support(S) >= ∂ minimum Support  
Algorithm:-  
// recognize Constraint’s category from formal language Classification and construct equivalent machine   

I. M=MFLT(C)   
II. for all T  Database D do  

III. Generate Sequence Sm(T) satisfied by Machine M  
IV. for all s  Sm(T) do  
V. if s is not in SL then SL [s].counter=1 else SL [s].counter= SL [s].counter  + 1 

VI. for all f  SL  do  
VII. if SL [f].count >=∂ then print f  

Procedure MFLT (Algorithm for equivalent machine using Formal Language Tools) 

Input Parameter: Constraint C  
Return Parameter: Equivalent machine M to accept Language of C 
// Check the category of constraint C from Formal Language Classification  

1. Switch Case Formal_ Language_ Category (C) 
2. Case ‘Type-3 Regular Language’ 

 Construct Deterministic Finite Automata Ac to Accept Language of C 
 return Ac  

3. Case ‘Type-2 Context Free Language’ 
 Construct Push Down Automata  Pc to Accept Language of C 
 return Pc  

4. Case ‘Type-1 Context Sensitive Language’ 
 Construct Turing Machine Tc  to Accept Language of C 
 return Tc  

5. Case ‘Type-0 Unrestricted Language’ 
 Construct Turing Machine Tc  to Accept Language of C 
 return Tc  

// if Recognition is not possible and complex  
// then return Turing machine  

 
Case Default 

 Construct Turing Machine Tc  to Accept Language of C  
 return Tc  
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q0 q1 

q6 

c/Y/R 

b/b/R
a/a/R 

b/b/R

q2 
X/X/R

c/c/R
q4 

q5 

Y/Y/R

d/d/R

Z/Z/R

B/B/R

q3

d/d/L 
c/c/L 
a/a/L 

d/d/R 

q1 
a/X/R 

Y/Y/R

q3 

e/Z/L

5.2 Explanation of Algorithm with Example 

Consider Transaction T=AABCCDE and given 
constraint is anbcnden | n>=1. We know that given 
constraint is not regular or not context free so we can 
construct Turing machine for such types of constraints. 
Figure 4 presented Turing Machine for given constraint. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

         Fig. 4 Turing machine equivalent to Constraint anbcnden | n>=1 

  

Now we use Transaction T=AABCCDE on given 
constraint and Run different algorithm. Table 4 
presented frequent sequences generated from SMA with 
Regular Expression Constraint a*bc*de*, 
SpiCFLComplete with Context Free Grammar 
Constraint anbcnde*, PMFLT anbcnden. 

Table 4: Comparison of the frequent sequences found In PMFLT with 
SMA and SpiCFLComplete 

 
SMA with 

a*bc*de* 
Regular 
Expression  

SpiCFlCompl
ete with  

anbcnde* 
Context Free 

Grammar 
Constraint 

PMFLT with  
anbcnden 

Unrestricted 
Grammar 
Constraint  

aabccd,  aabccde, 
aabcd ,aabcde, 
aabd  ,aabde, 
abccd 
,abccde,abcd , 
,abcde ,abd  
,abde ,bccd 
,bccde, bcd  
,bcde ,bd  ,bde   

aabccd 
,aabccde   

abcd  , abcde 

abcde 

Total Frequent 
Sequence =18  

Total Frequent 
Sequence 
=4 

Total Frequent 
Sequence =1 

 
We note that new proposed algorithm PMFLT 

generates optimized frequent sequences because it 
generates only those sequences that are satisfied by 
constraint. The constraint given in above problem is 
anbcnden in which number of a, b and c are equal. Only 
one sequence abcde satisfies it.  

6. Performance Analysis   

Our objective is not scalability even our objective is to 
find sequence in optimized way as per given constraint. 
To perform study we used constraint anbcnden and 
synthetic dataset data_500k_50l_20i downloaded from 
link given in article [16]. All experiments were 
performed on an Intel® Pentium® 4 CPU, 2.26 GHz and 
1 GB of RAM computer on Windows XP Operating 
System. The Object Oriented implementation of SMA 
was downloaded from link given in his article [16]. We 
generate frequent sequences from SMA using equivalent 
regular expression of given constraint and then analyze 
generated sequence as per context free grammar 
constraint used in SpiCFLComplete algorithm and 
unrestricted constraint used in proposed algorithm 
PMFLT. The testing results of experiments are showed 
in Figure 5.  In the Graph X axis represent Support value 
and Y axis represent Number of frequent Sequences.  

It is clear that proposed algorithm work well. Our 
main objective is just optimization of frequent sequence 
generation not scalability. It is clear that most of the part 
of execution time is utilized in counting the support of 
sequence. So if candidates are already optimized then 
execution time is also optimized. That’s why we have 
not analyzed the run time analysis because we have 
already compared and quoted that existing algorithm 
gives best and fast results in context of time. 

Our objective is only to introduce new types of 
constraint and follow the existing work in new 
innovative direction. We presented all the category of 
formal language and proposed new frame work for 
sequential pattern mining using formal language tools.  

6. Conclusion 

Based on the analysis of above sequence data it is clear 
that if we use formal language tools as constraint in 
sequential pattern mining then we can reduce the explore 
space by categorizing constraint type and generate only 
those sequences which are frequent and satisfied by 
given constraint. Performance gives the evidence that 
technique is well improved.  
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         Fig. 5 Performance Result of PMFLT for dataset data_500k_50l_20i  

 
 
We use Formal language tools for categorizing constraint 
and generate appropriate equivalent machine or if 
recognition is not possible then construct Turing 
machine because it is very powerful and accept all types 
of languages. It reduces unnecessary or uninteresting 
sequences by equivalent machine.   
Our experimental results gives evidence that proposed 
algorithm works well. Still there is always some option 
for future scope. We can optimize proposed algorithm in 
terms of time also.  
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