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Abstract 
Collaborative filtering systems offer customized 

recommendations to users by exploiting the interrelationships 

between users and items. Users are assessed for their similarity in 

tastes and items preferred by similar users are offered as 

recommendations. However scalability and scarcity of data are 

the two major bottlenecks to effective recommendations. With 

web based RS typically having users in order of millions, timely 

recommendations pose a major challenge. Sparsity of ratings data 

also affects the quality of suggestions. To alleviate these 

problems we propose a genetic programming approach to feature 

extraction by employing GP to convert from user-item space to 

user-feature preference space where the feature space is much 

smaller than the item space. The advantage of this approach lies 

in the reduction of sparse high dimensional preference 

information into a compact and dense low dimensional 

preference data. The features are constructed using GP and the 

individuals are evolved to generate the most discriminative set of 

features. We compare our approach to content based feature 

extraction approach and demonstrate the effectiveness of the GP 

approach in generating the optimal feature set. 

 

Keywords: Recommender Systems, Collaborative Filtering, 

Genetic Programming, Feature Extraction  

1. Introduction 

Recommender systems (RS) [8][11] tackle the 

problem of discovering interesting and novel items from a 

high dimensional item space tailored to a user’s tastes and 

preferences. They can be categorized according to the type 

of information employed to arrive at recommendations. 

For example, content based recommenders match potential 

items for their content similarity with the items preferred 

by the user in the past. Collaborative Filtering systems[1] 

on the other hand leverage user affinity based on historical 

rating data to predict the user preference for various items. 

The desirability of each item for a user is determined 

based on its appeal in the user’s neighborhood which 

comprises of the set of users whose taste match closely 

with the current user. Collaborative filtering systems are 

further categorized into memory based and model based 

algorithms [7]. Model based algorithms use machine 

learning techniques to build user models from the 

available ratings data offline and use the built model 

online to offer recommendations. Memory based 

algorithms on the other hand follow the lazy evaluation 

strategy and perform all computations at the time that the 

items need to be recommended. The preprocessing step 

used by model based algorithms make them more scalable 

than their memory based counterparts but they suffer from 

their inability to incorporate the up to date ratings 

information. There have been attempts to fuse both 

memory based and model based methods. For example [2] 

and [15] propose to build a condensed user profile by 

leveraging on content based information of items which is 

used for assessing similarity between users. K-Nearest 

neighbor approach is then used to find the predicted score 

for active users.  

 

A major issue with CF algorithms is the high 

dimensionality of feature space. The similarity between a 

pair of users is gauged by comparing their profiles. The 

user profile in a CF system consists of the ratings by the 

user for the different items. Since the number of items may 

be in order of millions the user profile is large and 

consequently the comparison of user profiles for similarity 

estimation might require time. The user profiles, in 

addition to being large, are also very sparse. The number 

of items rated by users is a small fraction of the number of 

items available in the system. This implies that the overlap 

in ratings while comparing user profiles is small and thus 

may hamper recommendation quality. Several solutions to 

the sparsity have been proposed in the past such as 

employing transitivity of similarity to increase similar user 

base [5] or using additional information in the form of 

trust [4], tags  etc to estimate similarity between users not 

having a large item overlap. A solution to both the issues 

of sparsity and high dimensionality is to condense the user 

profile into a smaller dimensional dense feature space. 

Methods have been proposed to condense the ratings space 

into feature space by utilizing the content information 

associated with items [2][15].  

 

We propose a genetic programming approach to 

constructing a compact user profile using the available 
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rating data. Each of the constructed features is a function 

of ratings for a subset of items from the available items. 

The features are evolved till an optimal subset of features 

with a good discriminative capacity is achieved. The GP 

method scores over the content based feature extraction 

techniques since they are not hindered by unavailability of 

content information in certain domains. Moreover they 

may be able to capture latent features which may not be 

described by the content based features. Additionally the 

evolutionary approach evaluates the goodness of the new 

features as a group. This is important since it is possible 

that content-based or newly constructed features are 

effective in matching similar users individually but are not 

effective as a group. Moreover there may be 

interactions/interdependencies between these features 

which may determine the efficacy of the feature set. For 

e.g. in the movie domain, where movies may be described 

by the genre to which they belong, there may be strong 

correlation between preference for romance genre and 

comedy genre. A good feature extraction scheme would 

account for such interactions by, for instance, considering 

only one of the correlated features while discarding the 

other. The proposed approach evaluates a set of 

constructed features as a whole and thus is expected to 

take care of these interdependencies. 

 

The rest of the paper is organized as follows: Section 2 

discusses related work. The proposed GP approach is 

outlined in Section 3 while Section 4 details the 

experimental evaluation. Section 5 presents the 

conclusions and points some directions for future work. 

2. Related Work 

2.1 Genetic Programming 

Genetic Programming is a relatively recent technology 

which has been demonstrated as a versatile tool for 

Automatic Program Generation in a variety of 

applications[[16]. GP belongs to a set of artificial 

intelligence problem-solving techniques based on the 

principles of biological inheritance and evolution. Each 

potential solution is called an individual (i.e., a 

chromosome) in a population. GP works iteratively 

applying genetic transformations, such as crossover and 

mutation, to a population of individuals to create more 

diverse and better performing individuals in subsequent 

generations [17]. Each member in a population is assessed 

for its quality by using a fitness function.  The programs 

evolved by GP are generally represented as a tree. 

Moreover the size of the different chromosomes in the 

population may vary. Because of its intrinsic parallel 

search mechanism and powerful global exploration 

capability in a high-dimensional space, GP has been used 

to solve a wide range of hard optimization problems that 

oftentimes have no known optimum solutions [17].  An 

interesting application of GP is in the area of weather 

forecasting where the evaporation loss is predicted as a 

function of various climatic conditions [9].In the recent 

past GP based techniques have been harnessed in the area 

of information and image retrieval. For example [12] 

propose methods to construct optimal classifiers for 

information retrieval purposes. A GP based method to 

evolve image similarity measures from existing features 

has been proposed by Torres et al. [17]. In the area of 

recommender systems [3] proposes a method to find 

optimum similarity measures among users where the 

optimality of a similarity function is determined by the 

prediction error that it produces. 

2.2 Collaborative Filtering 

Collaborative filtering (CF) systems are inspired by 

real life decision making process wherein we gather 

opinions about inexperienced situations/items from our 

acquaintances and friends and make an informed decision. 

The prediction using CF is performed in various stages. 

The users are first assessed for their similarity with other 

users. The predicted score for an item by a user(active user)  

is then performed by aggregating the ratings of other 

similar users for the particular item. The items may then be 

arranged according to their predicted score to be presented 

to the user. CF systems traditionally use Pearson 

Correlation Coefficient to assess user similarity. The 

similarity computation is performed using the formula; 
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where Sxy is the set of items which users x and y 

have co-rated and xr
 is the mean rating for user x. Vector 

similarity (VS) [7] on the other hand is defined as ; 

 

 

Effective similarity measures play a key role in the 

recommendation process. However as discussed in the 

previous section the scarcity of ratings data implies that for 

several user pairs the similarity cannot be estimated at all, 

or even if they can be they are based on a very small 

subset of common ratings and thus their reliability is a 
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suspect. A variety of solutions have been proposed to the 

sparsity problem. Additional information in the form 

content details of items [2], trust information [4] and tags 

assigned to various items by various users have been 

employed in the past for enhancing the quality of 

recommendations.  Transitivity of similarity [5] has also 

been explored in the past to enhance the user to user links. 

Most of the proposed methods however exclusively 

address the sparsity issue. 

 The high dimensionality of item space hinders the 

ability to offer timely recommendations. Dimensionality 

reduction techniques such as SVD [6], has been employed 

in the past to reduce the user-item space and offer timely 

suggestions. Other methods employ content based 

information to reduce the item space.[17] proposes to use 

item content information to estimate the user’s liking for 

each item feature, instead of his preference for various 

items. Since the number of features is a much smaller 

quantity than the number of items, the user preferences can 

be expressed in a much compact form. Moreover the 

preference for item features would be denser since if the 

user has expressed his preference for even a single item 

with the feature we would be able to estimate his degree of 

liking for the feature. Another such method[2] proposes 

estimating user preference for various movie genres by 

utilizing his preference for various movies. A user who has 

viewed several movies of the genre ‘Comedy’, for 

example, and rated them highly will have a high degree of 

preference for ‘Comedy’. Since the number of genres is a 

small quantity the user-item preference space is reduced 

into user-genre preference space which greatly reduces the 

dimension, in addition to making the matrix dense. This 

matrix is then utilized to assess the similarity between 

users. For the final prediction however the original rating 

matrix is used. This method hence is able to combine the 

advantages of model based method (fast similarity 

computation) with the benefits of memory based 

algorithms (using up to date rating information for rating 

prediction). The disadvantage of the above mentioned 

methods is that they rely on the availability of item content 

information. Hence they are not applicable for domains in 

which content information is non-existent. We propose a 

method employing Genetic Programming to construct a 

compact set of discriminative dimensions which capture 

the latent features in the data. The proposed method in 

addition to not relying on available content information is 

also able to store the learnt features using a constant space. 

3. Genetic Programming based Feature 

Extraction (GPFE) 

We propose to build features as a function of item ratings. 

Consider a system with n users U={u1, u2, …, un} and a 

set of m items I = {i1, i2, i3 …im}. Let the number of 

features that an item can contain be k, F= {f1, f2, …, fk}. 

Let R be the rating matrix and hence has dimensions nxm 

and C be the mxk matrix such that Cij =1 if ith item 

contains jth feature. Using genetic programming we 

explore means to convert the nxm user-item rating matrix 

into a nxk user-feature preference matrix. This can be done 

in general by expressing the degree of liking of a feature f 

by any user as a function of preference of the same user 

for a subset of items 
f f f

l
i i i
1 2

, , ...,
i.e. 

f f f

l
C u f R u i R u i R u i

1 2
( , ) ( ( , ), ( , ), ..., ( , ))

 

This is illustrated through an example below. 

Example: Fig.1(a) shows a user-item ratings matrix. 

Assume that the system is aware of the content based 

features of the various items as in Fig. 1(b), which 

contains an entry 1 for a item , feature pair if the item 

contains the feature. Then the user preference( say for user 

1) for each feature (say Feature 1) can be estimated by 

examining the rating conferred by user1 upon items 1, 3 

and 4 since these items contain the feature. In this 

particular example the Fig 1(c) contains the feature 

preference for each user where the preference for a feature 

is computed by summing the ratings of the user for all 

items containing that feature, i.e. 

C u Feature R u i R u i R u i

C u Feature R u i R u i

1 3 4

2 5

( , 1) ( , ) ( , ) ( , ))

( , 2) ( , ) ( , )

  

 
 

Domains having content based description of items can 

utilize this information to construct a compact user profile, 

but for domains not containing this information such an 

approach is not possible. Even in the absence of content 

information it is possible that there is a strong correlation 

in the pattern of ratings for a set of items since they may 

belong to a common category. Using genetic programming 

we, thus, endeavor to learn a set of functions which map 

ratings for subsets of items to individual features. The next 

few sections detail the chromosome representation, and the 

genetic operators used. 
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Fig. 1(a) The user-item rating matrix. (b) The item-feature matrix. An entry of 1 means that the feature is present in the corresponding item                        
(c) The constructed user-feature preference matrix. 

 

  

3.1 Chromosome Representation 

The function mapping the ratings for a subset of items into 

a feature preference degree can be represented as an 

expression tree. Eg. Feature 1 in Example 1 can be 

represented as shown in Fig. 2. Using a combination of 

Genetic Programming and Evolutionary algorithms a set of 

such features, each represented by an expression tree, is 

evolved. An individual I in the population thus is a set of 

Expression trees I={E1, E2 .., Ex} where x is the number 

of features. The initial population is chosen by randomly 

choosing the number of features and generating the 

expression trees corresponding to each feature. The leaf 

node in each expression tree is either the rating for an item 

or a constant whereas the internal nodes contain 

operators( , , ,    ).The leaf nodes contain an item rating. 

The  limit on the number of features is fixed in the interval 

[3, 50].  

3.2 Genetic Operators 

New chromosomes in the population are created by 

employing the genetics-inspired oprerators of crossover 

and mutation. While crossover facilitates exchange of 

meaningful information among two parent trees and helps 

convergence to an optimal solution, mutation helps in 

maintaining genetic diversity in the population and avoids 

being trapped in local maxima/minima. The process 

iterates for several generations till a stopping criteria is 

met [3]. 

 

Crossover 

 

The crossover operator are applied at two levels: 

Feature level and tree level. Consider two chromosomes 

xC E E E
1 1 1
1 2

1 { , , , }
 and xC E E E

2 2 2
1 2

2 { , , , }
. The 

crossover at the feature level involves interchanging a set 

of features between the chromosome. A one point 

crossover is followed wherein crossover points a1 and a2  

are chosen from C1 and C2 respectively. The new 

chromosomes generated through this type of crossover will 

be ya a a
C E E E E E E

1 1 1 2 2 2
1 2 1 1 2 2 1

1' { , , , , , , , }
 


and 

xa a a
C E E E E E E

2 2 2 1 1 1
1 2 2 1 1 1 1

2' { , , , , , , , }
 


. The 

other type of crossover involves choosing a feature 

(represented by the expression tree) each from the 

chromosomes and performs a crossover of the expression 

trees. Figure 3 shows one such crossover. Either of the two 

types of crossovers is performed with the probability of 

choosing the methods being equal. 

 

Mutation 

 

One feature from the chromosome chosen for 

mutation is altered in two possible ways. Either the feature 

is completely replaced by a new feature(new expression 

tree). The alternative is to alter the tree corresponding to 

the feature chosen by replacing a subtree by another. 

Either of the two forms of mutation is performed with 

equal probability. 

 

Fitness Function 

 

Each individual in the population is assessed for its 

quality using a score known as the fitness value. The 

quality of a chromosome is assigned based on its ability to 

solve the problem at hand adequately. In the case of GPFE 

the fitness of a chromosome is driven by the quality of 

predictions obtained through it. To estimate the fitness of 

individuals in the population, the rating data is divided into 

three parts, training set Tr, validation set V and the test set 

T. The ratings in Tr are treated as items already rated by 

the user and is utilized for neighborhood construction and 

ratings prediction. The validation set, on the other hand, is 

utilized for the learning the optimal set of features. The 

test set is used to evaluate the quality of the learnt features 

and for comparison with other methods.  

 

 

 F1 F2 

U1 10 4 

U2 3 5 

U3 5 4 

U4 6 4 

U5 2 5 

(c) 

 I1 I2 I3 I4 I5 

F1 1  1 1  

F2  1   1 

(b) 

 I1 I2 I3 I4 I5 

U1 5 3  5 1 

U2 3  4  5 

U3  4 2 3  

U4   3 3 4 

U5 1 2 1  3 

(a) 
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Fig 2: The feature construction tree for F1 

 

 

Fig 3: Tree level Crossover 

 The fitness for an individual is estimated by applying 

the feature transformations on the training matrix (Tr) to 

get user-feature preference matrix. This matrix in turn is 

used to compute user similarities. The computed 

similarities are used to predict the ratings using Eq. 2 for 

the set of ratings in V. The prediction error is then 

obtained as the mean absolute difference between the 

predicted and the actual ratings and is given by 

||

|'|
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rr
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where ri’ is the predicted rating using individual I and 

r is the actual rating in the validation set.  

 

GPFE based Recommendation Framework 

 

Below we outline the proposed approach to 

recommendations based on GPFE 

 

Step 1:  Apply GP based on Tr and V to derive an 

optimal feature set C. 

 

Step 2: Apply the learnt functions in C to the ratings 

in Tr to derive a user-feature preference matrix. 

 

Step 3: Estimate the similarity matrix, sim(nxn) 

between all pairs of users. We use vector similarity Eq. 2 

to compute the similarity. 

 

Step 4: Compute predictions by using the training 

matrix Tr and the similarity , sim, computed in step 3 

using Resnick’s prediction formula[13] 

 

,

)(

|
,

|

)
,

(*

)(
,

, 










iNj
ji

sim

j
r

kj
r

iNj
ji

sim

i
r

ki
pr

 
 

It is to be noted that the running the genetic 

programming algorithm to determine the optimal feature 

set takes up a lot of computational resources and is time 

consuming, but it is to be noted the optimal feature 

construction process shall be performed as an offline 

process, while the constructed feature set will be used 

online for predictions. 

4. Experimental Evaluation 

We demonstrate the effectiveness of the GPFE 

approach by contrasting their recommendation accuracy 

with content based feature construction technique as 

outlined in [17] and traditional measures of similarity 

specifically, PCC [13] and VS[7]. MovieLens is a movie 

rating dataset which contains ratings given to 1682 movies 

by 943 users. MovieLens also contains content 

information items in the form of genres that a movie 

belongs to. There are 18 genres that a movie can belong to 

such as Romance, Comedy, Mystery etc. Since we are 

proposing a system for movie prediction, we follow the 

approach outlined in [17] for deriving the interest of a user 

in various features (genres). However we do not apply 

SVD since the method is used for ranking items rather 

than prediction. We henceforth refer to this method by 

Content based Feature Extraction (CBFE). The approaches 

are compared via their Mean Absolute Error on T which is 

defined as;  

| |

1

1
| | ,

| |

T

k k

k

MAE pr r
T



 
                (3) 

where |T| is the number of ratings in the test dataset. 

prk is the predicted rating for the kth rating in the test set 

and rk is the actual rating 

 The ratings dataset is preprocessed to filter out 

users who have rated less than six items. Since sparsity is 

one of the major challenges facing CF algorithms, we 

study the effect of various levels of sparsity in the data, on 

the performance of the various algorithms. To do this we  
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Fig 5. Comparison of PCC, VS, GPFE  and CBFE with respect to MAE on varying sparsity levels 

divide the dataset into training set, validation set and test 

set. For each user we set aside two random ratings each 

into the validation set and test set respectively. The rest of 

the ratings belong to the training set. To introduce sparsity 

we randomly remove ‘R’% of ratings from the training set. 

We vary the R among the values in the set { 10, 30, 50, 70, 

90} to get  five configurations R10, R30, R50, R70, R90 

respectively. The number of nearest neighbors K is set to 

20. For the GP the population size is set to 20. The number 

of iterations is set to 15.  

  The accuracy of the various methods under varying 

sparsity levels is shown in Fig. 4. As is clear from the 

figure the proposed approach (GPFE) outperforms all the 

other methods under all sparsity levels. With increase in 

the sparsity levels the MAE of all methods increase, which 

is as expected. Among the different methods CBFE 

method outperforms the traditional methods of estimating 

similarity. VS based similarity measure performs the worst 

among all the methods. Fig. 4 shows the evolution of the 

fitness along the various iterations. As seen from the figure, 

initially the decrease in the MAE is rapid along the first 

few iterations (with the exception of iteration 10, when the 

error increases). Towards the last five iterations the 

decrease is very minor. Such experiments were performed 

with other configurations. Though in some configurations 

the number of optimal number of iterations is more than 

fifteen, we fix the number to fifteen since we wish to 

balance the quality of recommendations with the amount 

of time taken to determine the optimal feature map. 

 

5. Conclusions and Future Work 

The aim of the proposed work is to tackle the problem of 

high dimensionality and sparsity typical to RS data. To 

this end we propose a genetic programming based feature 

extraction technique to transform the user-item preference 

space into a condensed and dense user-feature preference 

space. The transformation functions so constructed can 

model any linear or non-linear function. The proposed 

approach is able to combine the advantages of both 

memory-based and model-based techniques since the 

condensed user profile is employed for user similarity 

computation whereas the original training matrix is used 

for the rating prediction. In addition to not relying on 

content information to guide the feature construction 

process the proposed technique also bases the evolution of 

the features as a set by thus enabling measurement of 

individual goodness of feature as well as accounting for 

interactions therein. Experimental comparisons 

demonstrate the enhanced recommendations produced by 

the proposed GP based approach as compared to content 

based feature construction techniques as well as traditional 

CF methods.  

  In the future we plan to study the effect of 

tweaking the fitness function by accounting for the 

coverage obtained as well as other measures such as 

diversity [1]. We also plan to evaluate the approach on 

more varied domains with larger datasets. Domains which 

require good suggestions for various users without the 
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actual predicted ratings utilize measurement based on 

classification accuracy. The GP based method could be 

evaluated on its effectiveness in achieving high 

classification accuracy. We also plan to employ other 

approaches inspired by genetics such swarm optimization 

and ant colony optimization techniques[10] and propose to 

compare the various learning techniques in terms of their 

feature extraction abilities. 
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