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Abstract 
In this paper we discuss about Prediction of stock market returns.  

Artificial neural networks (ANNs) have been popularly applied 

to finance problems such as stock exchange index prediction, 

bankruptcy prediction and corporate bond classification. An 

ANN model essentially mimics the learning capability of the 

human brain. A Fuzzy system can uniformly approximate any 

real continuous function on a compact domain to any degree of 

accuracy.  Here Neuro Fuzzy approaches for predicting financial 

time series are investigated and shown to perform well in the 

context of various trading strategies involving stocks. The 

horizon of prediction is typically a few days and trading 

strategies are examined using historical data. Methodologies are 

presented wherein neural predictors are used to anticipate the 

general behavior of financial indexes in the context of stocks and 

options trading. The methodologies are tested with actual 

financial data and shown considerable promise as a decision 

making and planning tool. In this paper methods are designed to  

predict 10-15 days of stock returns in advance. 
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1. Introduction 

Stock market prediction is the act of trying to determine 

the future value of a company stock or other financial 

instrument traded on a financial exchange. The successful 

prediction of a stock's future price could yield significant 

profit. Some believe that stock price movements are 

governed by the random walk hypothesis and thus are 

unpredictable. Others disagree and those with this 

viewpoint possess a myriad of methods and technologies 

which purportedly allow them to gain future price 

information[2]. The capital stock (or simply stock) of a 

business entity represents the original capital paid into or 

invested in the business by its founders. It serves as a 

security for the creditors of a business since it cannot be 

withdrawn to the detriment of the creditors. Stock is 

different from the property and the assets of a business 

which may fluctuate in quantity and value. 

The stock of a business is divided into multiple shares, the 

total of which must be stated at the time of business 

formation. Given the total amount of money invested in 

the business, a share has a certain declared face value, 

commonly known as the par value of a share. 

A stock derivative is any financial instrument which has a 

value that is dependent on the price of the underlying 

stock. Futures and options are the main types of 

derivatives on stocks. The underlying security may be a 

stock index or an individual firm's stock, e.g. single-stock 

futures[1][3][10]. 

Stock futures are contracts where the buyer is long, i.e., 

takes on the obligation to buy on the contract maturity 

date, and the seller is short, i.e., takes on the obligation to 

sell. Stock index futures are generally not delivered in the 

usual manner, but by cash settlement. 

A stock option is a class of option. Specifically, a call 

option is the right (not obligation) to buy stock in the 

future at a fixed price and a put option is the right (not 

obligation) to sell stock in the future at a fixed price. Thus, 

the value of a stock option changes in reaction to the 

underlying stock of which it is a derivative[3]. 

1.1 Neuro Fuzzy based  System 

The Neuro Fuzzy based  System approach learns the rules 

and membership functions from data. Neuro Fuzzy is an 

adaptive network.  An adaptive network is network of 

nodes and directional links.  Associated with the network 

is a learning rule - for example back propagation.  It’s 

called adaptive because some, or all, of the nodes have 

parameters which affect the output of the node.  These 
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networks are learning a relationship between inputs and 

outputs.  

The Neuro Fuzzy architecture is shown below.  The 

circular nodes represent nodes that are fixed whereas the 

square nodes are nodes that have parameters to be learnt. 

One of the Neuro Fuzzy advantages is that it uses a hybrid 

learning procedure for estimation of the premise and 

consequent parameters Jang (1992). In this process by 

keeping fixed the premise parameters, it estimates  

 

                 Fig 1. Neuro Fuzzy architecture 

them in a forward pass and then in a backward pass by 

keeping fixed the consequent parameters the process 

would be continued. In the first path, the input would be 

forward and propagated and then by applying the least 

squared method the error would be calculated where is the 

third layer[8]. Also, in the second path, the error which 

happens during the first step would be backward to and the 

premise parameters are updated by a gradient descent 

method[12]. A basic Neuro Fuzzy architecture is shown in 

Fig 1. 

Using a fuzzy inference system in the framework of an 

adaptive neural network, it provide a tool which make the 

grade estimation more accurate because by using both 

neural network and fuzzy logic, it would be possible to 

estimate the fuzzy inference system parameters. This 

method could be applied extensively to solve the mining 

problems in which most of them are in some specify fuzzy 

conditions[12]. The performance of the model with respect 

to the predictions made on the test data set would able the 

network to perform more accurate that both the other 

methods. Neural network trained input data is shown in 

Fig 4. 

1.2 Fuzzy systems 

Common sense, human thinking and judgment are the 

lures of fuzzy logic. What after all does fuzzy logic bring 

to the party is a question that has been hotly debated upon 

during the past several years, and probably will continue to 

remain controversial in the near future.  

The primary reason for this is that the ultimate universal 

proof of why a fuzzy logic solution is ‘better’ than a 

conventional one, for whatever reason, does not exist. First 

of all, this is because fuzzy logic does not replace 

conventional control techniques. Instead, it renders 

possible new solutions that were not feasible to implement 

earlier. Hence a direct comparison between a fuzzy logic 

solution and a conventional one rarely exists. Even when a 

conventional solution for comparison exists, the 

advantages of the fuzzy logic solution depend very much 

on the type of the application. Thus it is impossible to 

quantify the ‘benefits in general’ of using fuzzy logic. 

Many fuzzy logic applications have benefited from either 

exploiting information from additional sensors, better 

exploited information from existing sensors, or simply the 

ease of integrating engineering experience. Therefore, in a 

sense, some benefits of successful fuzzy logic applications 

have not stemmed from the use of fuzzy logic. However, 

almost invariably, fuzzy logic applications could not have 

been solved, as well as they have been, without using 

fuzzy logic. Combining conventional techniques and 

artificial neural networks with fuzzy logic, more powerful 

solutions may be offered. 

2.    Data Description 

The stock market closing data was taken from BSE Sensex 

through Yahoo Finance from 17
th

 September 2007 to 9
th
 

March 2012. A period of 3 years and 6 months data, the 

closing prices data set was comprised of day closing prices 

we extracted 2542 records. The closing price data behavior 

is plotted in fig.1.  BSE Limited is the oldest stock 

exchange in Asia it is now popularly known as the BSE 

was established as "The Native Share & Stock Brokers' 

Association" in 1875. Over the past 135 years, BSE has 

facilitated the growth of the Indian corporate sector by 

providing it with an efficient capital raising platform. 

Today, BSE is the world's number 1 exchange in the world 

in terms of the number of listed companies (over 4900). It 

is the world's 5th most active in terms of number of 

transactions handled through its electronic trading system. 

And it is in the top ten of global exchanges in terms of the 

market capitalization of its listed companies. BSE is the 

first exchange in India and the second in the world to 

obtain an ISO 9001:2000 certification. It is also the first 

Exchange in the country and second in the world to receive 

Information Security Management System Standard BS 

7799-2-2002 certification for its BSE On-Line trading 

System (BOLT). Presently, we are ISO 27001:2005 

certified, which is a ISO version of BS 7799 for 

Information Security. 
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3.     Data Processing 

In neural network learning, stock data with different scales 

often lead to the instability of neural networks. Neural 

network algorithms generally use a numeric method to 

normalized input and output data, with all input and output 

values ranging from zero to one. Furthermore, financial 

time series is a non-linear series and often changes sharply 

in some points. We can recognize these points as noise, 

and noise point is harmful to neural network’s learning. 

Therefore we smooth these noise points to generate better 

outcome. Here we apply an stock data preprocessing 

method which can handle the task of normalization and 

smoothing in one process. The input data is plotted in Fig 

2. 

 

                   Fig 2. Input stock data plot 

4.     System Design 

The prediction model consists of two parts. One is training 

part, in which stock data is trained using Neural Network  

technique and with trained data set the stock is predicted 

using Fuzzy system. The combination of Neural network 

and Fuzzy system combined and called ANFIS technique. 

The design of system is represented using the block 

diagram. From the Stock market data base the user can 

plot the stock values, later train them and applying Fuzzy 

methods for forecasts. The system design for prediction of 

stock is given in Fig 3. 

 

 

Fig 3. System Design for prediction of Stock 

5.      Methodology 

Data acquisition is the first step, the stock market closing 

data is extracted from the BSE stock market, then data is 

preprocessed by normalizing it is done to prepare the data 

for training, the training is carried out  by applying 

Adaptive Neural Network based techniques, that we can 

call it has trained data. The plot of trained data is shown. 

The flow diagram of the proposed method is shown in Fig 

4. Finally by using the trained data prediction of future 

data is done by Fuzzy technique. 

 

                   Fig 4. Flow chart of Stock Prediction system. 
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5.1 Algorithm of  Predictive Model 

Step 1: Import the stock data. 

            [~,~,raw,dateNums]= 

xlsread(filename,’table’,’’,’’,@convertSpreadsheetDates);   

Step 2: Extract the stock data into a variable. 

            Table_values = cell2mat(raw); 

Step 3: Select the samples for training and for checking 

data 

           trn_data(:, n) = x_t(i:j); 

           chk_data(:, m) = x_t(a:b); 

Step 4: Generate the fuzzy rule using the training data. 

             Fismat = genfis1(trn_data); 

Step 5: Generate the anfis matrix using fuzzy rule. 

            [trn_fismat,trn_error] = anfis(trn_data, 

fismat,[],[],chk_data); 

Step 6: Predict the next possible share values using anfis 

rule. 

       Anfis_output = evalfis(input, trn_fismat); 

Fig 5. Neural Network Trained input data 

6. Results & Discussions 

The stock market closing price data which is collected 

from 17
th

 September 2007 to 12 march 2012. The results 

obtained after applying our methods, we can predict next 

10-15 days data in advance from the previous available 

data base. The number days of predicting results is depend 

on the algorithm by just altering and increasing the number 

of 'for loops' in the algorithm we can increase the 

prediction of data(days).the training of input data is shown 

in Fig 5. The results of 10-15 days prediction is shown in 

Fig 6. & Fig 7. 

The results comparison can be done with statistical 

techniques like moving average, regression and by simple 

analysis stock market trends. 

7. Conclusion 

Prediction of stock market returns is an important issue in 

finance. Artificial neural networks have been used in stock 

market prediction during the last decade. Studies were 

performed for the prediction of stock index values as well 

as daily direction of change in the index. In some 

applications it has been specified that artificial neural 

networks have limitations for learning the data patterns or 

that they may perform inconsistently and unpredictable 

because of the complex financial data used. 

Taking the low level of errors in the long and short – term 

modelling into account, it could be concluded that the 

"ANFIS" is capable of forecasting stock price behaviour.   

The most significant outcome is that the stock price 

behaviour is non-linear model and forecasting stockerror 

estimation of the stock price.  price with non-linear 

methods could decrease the stock price. 

Fig 6. Neuro Fuzzy system for predicting stock trend 
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Fig 7. Predicted output for 10 days in advance 
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