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Abstract 
One of the most important challenges in the field of 

wireless sensor network is energy consumption that 

generally clustering is used to reduce energy consumption, 

increase scalability and facilitate routing. Fault in cluster 

heads makes disturbance in packets transmission so that 

their members become unavailable. So, re-clustering should 

be done and this action results in energy and time waste in 

system. In order to reduce negative effects of this approach, 

a method has been presented to recover member nodes of 

faulty cluster head by using genetic algorithm based 

recovery algorithm which acts multi-purposely. The 

proposed algorithm considers recovery of each node based 

on the distance of each node from cluster heads, remained 

energy of cluster heads and member number of each cluster 

head and selects the best cluster head to recovery. The 

proposed algorithm has been simulated by Matlab and 

obtained results show that this algorithm has better 

efficiency in case of considering three parameters of 

distance of each node from cluster heads, remained energy 

of cluster heads and member number of each cluster head 

compared with a case of considering only one of the 

parameters.  

Keywords: Wireless Sensor Network, Cluster-Head, 

Recovery, Genetic Algorithm. 

1. Introduction 

Wireless sensor networks are high level distributed 

networks which have so many light, inexpensive and 

small wireless nodes used to maintain environment or 

a complex system. Each node includes three sub-

systems. First one is wireless sub-system which 

senses the environment. The second one is processing 

sub-system which performs calculations and the third 

one is communication sub-system which transmits 

data among neighbor nodes [1]. Sensor nodes have 

limitation in the sensing area and processing 

capability. The location of sensor nodes has been 

predefined and it is not known that whether such 

property could make it possible to leave them in risky 

and unavailable locations. Although each node has  

 

low capability separately, the combination of 

hundreds small sensors provides new possibilities [2]. 

In fact, the power of wireless sensor networks is in 

their capability to apply many small nodes which are 

able to organize by themselves and they are used in 

various situations like simultaneous routing, 

maintaining environmental conditions, maintaining 

the safety of structures or equipments of a system. 

All nowadays applications and technologies converge 

to ad hoc and wireless sensor networks which have 

effect on our life, so that most of the researches are in 

the field of improving the application of wireless 

sensor networks [3]. Energy is one of the most 

important factors in routing. So, most of the routing 

protocols are based on reducing consuming power. 

Designing an efficient routing protocol and quality of 

services is one of the main challenges in wireless 

sensor networks resulted from the combination of 

wireless sensor networks' features [4, 5]. In order to 

save consuming energy, clustering is performed. In 

wireless sensor networks, clustering is an efficient 

and useful mechanism to control topology and data 

collection. However, rough areas, resource restriction 

of nodes and unbalanced workload among nodes 

make clustered wireless networks vulnerable while 

encountering with communicative faults and it 

reduces the reliability of network. Therefore, fault 

tolerant mechanisms are necessary in real 

applications of sensors. Wireless sensor networks 

consist of many sensor nodes which spread in a 

particular range in order to maintain environmental 

phenomena and sense the environment. The sensed 

data are transmitted by each node in a broadcasting 

way in order to reach central node called sink [6, 7].  

In order to save consuming energy to communicate 

with central node, several routing techniques have 

been suggested which are multi-hop and aware of 

energy. These techniques have overhead due to route 

detection and finding the number of optimum hops to 

communicate with the central node. In order to 

prevent this overhead and unbalanced consumption 
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of energy, some nodes with high energy are selected 

as head-cluster and clustering is done [8] in order to 

solve the problem of re-clustering which results in 

high energy and time dissipation [9]. In this article, 

we try to improve the network efficiency and reduce 

energy consumption by an algorithm to recover faulty 

cluster head nodes and assign nodes to neighbor 

cluster heads. The structure of this article is as 

follows: in section 2 the previous algorithms are 

presented and in section 3 the proposed algorithms 

are described completely. In section 4 the proposed 

algorithm has been simulated. In section 5 the 

proposed algorithm has been evaluated and in section 

6 the general conclusion has been presented.  

 

2. Related Works 
 

The sensors assigned to the faulty cluster-head are 

reorganized on the fly without bringing the system to 

a complete shutdown. The recovery information is 

created during clustering which facilitates the 

recovery process. Various types of observed 

communicative fault scenarios are solved during 

recovery. This method makes significant 

improvement in system stability and reduces the 

overhead of re-clustering and re-configuration. To 

place a node like    in a cluster-head, the following 

equation is used: 

 

                            ) Λ (        

                                                                     (1)   

Where,    is a node must be recovered,     is the 

communication range of cluster-head   ,           is 

the maximum range of node    and          is the 

distance between node    and cluster-head    .[10] 

For solving this problem in [11], in choosing a 

cluster-head both distance from cluster-head, and 

remained energy of cluster-head considered. For a 

node to be a member of cluster-head, the nod should 

be satisfied in the following conditions.  
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For which        
 is the range of cluster-head that 

recovered node connect to it,   (      ) is the 

distance of nod    and cluster-head     and     is 

              that node    is added to it. Among 

cluster-heads that satisfy in above conditions, a 

cluster-head is chosen that has the highest energy and 

the least distance.   
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is the energy of              . 

3. Proposed Algorithm 

If a fault occurs in cluster head, its members should 

be recovered to other cluster heads. We have done 

recovery of sensors of faulty cluster head with 

genetic algorithm. So, the chromosome which 

represents a solution should show that each member 

of cluster assigned to which cluster head. A 

chromosome in the proposed algorithm is a vector 

which has a size equals to the number of cluster 

members and the contents of each gene is one of the 

live cluster heads which could be obtained by 

generating a random number between 1 and the 

number of cluster heads. Figure 1 shows a sample 

chromosome in which for example the node 1 and 2 

are recovered to cluster heads 8 and 6 respectively.  

 

Fig. 1  A sample chromosome 

After fault occurring in cluster head, its nodes should 

be recovered. The number of faulty cluster head 

nodes determines the length of each chromosome and 

the population size that is specified at the first 

number, chromosomes are produced whose gene 

contents is a random number between 1 and the 

number of cluster heads. After producing the primary 

population, the quality of each chromosome should 

be evaluated, this is done by fitness function. Fitness 

function considers three parameters to recover each 

node to cluster heads where these parameters include 

the distance of a node being recovered to given 

cluster head, remained energy of cluster head and the 

member number of a cluster head for which the 

current node would be recovered. Figure 2 shows an 

example of cluster head failure and its recovery by 

using distance, energy and members parameters.  
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Fig. 2  Cluster head failure and the way of evaluating the fitness of 
cluster heads 

So the primary fitness function could be presented as 

equation (4).  

 Fitness (I) = distance (I, Ch) + energy (Ch) + 

members (Ch)                                                    (4)                         

 

Assuming that the yellow, blue and green cluster 

heads have number 1, 2 and 3 respectively, by using 

equation (4) we have: 

Fitness (1) = 10 + 0.2 + 9 = 19.2 

Fitness (2) = 30 + 0.5 + 6 = 36.5 

Fitness (3) = 21 + 1 + 4 = 26 

 

As it can be seen, those cluster heads have more 

distance and members, obtain more fitness so that in 

order to prevent this we enter distance and members' 

number into equation inversely and equation (4) is 

converted to equation (5).  

  Fitness (I) = (1/distance (I, Ch)) + energy (Ch) + 

(1/members (Ch))                                              (5)                      

 

Another time, we calculate values with equation (5) 

in order to determine the impact of inversing 

parameters.  

Fitness (1) = 0.1 + 0.2 + 0.12 = 0.42 

Fitness (2) = 0.034 + 0.5 + 0.167 = 0.701 

Fitness (3) = 0.047 + 1 + 0.25 = 1.297 

 

The used selection mechanism in this algorithm is 

Tournament selection mechanism in which k 

chromosomes are selected randomly and among them 

a chromosome with the highest value of fitness is 

selected and transmitted to crossover pool where in 

this algorithm the value of k has been set to 5.  

The crossover operator is one of the genetic operators 

combine two chromosomes in order to produce two 

better offspring from combination of two good 

parents. There are different types of crossover 

operators like one-point crossover, two-point 

crossover and multi-point crossover where in this 

algorithm two-point crossover with crossover 

possibility of 0.8 has been used which means that 

crossover is done in 80 percent of events and it is not 

done in 20 percent of event and it is implemented in a 

way that first a random number between 0 and 1 is 

produced, if this value is less than crossover 

possibility, crossover is done, otherwise the crossover 

operator is not done on chromosome. Two point 

crossover acts such that first it selects two random 

numbers which are representative of a cut point in the 

chromosome. Then the genes of this range are 

displaced in each two chromosomes as shown in 

figure 3.  

 

Fig. 3 Crossover operator 

Mutation is done with 0.5 possibilities in a way that 

random number between 0 and 1 is produced, and 

then this value is compared with mutation possibility, 

if it is less than 0.5, mutation is done and otherwise, 

it is not done. Mutation acts such that first a random 

number between 1 and the number of cluster heads is 

produced, then this value is placed in a random cell 

within chromosome as shown in figure 4.  

 

Fig. 4  Mutation operator 

There are various methods to determine the 

termination condition. Another method is that 

iterations continue until reaching to stagnation which 

means that if there is not any improvement after some 

subsequent iteration, iterations are stopped, and 

otherwise they would continue. In the presented 

algorithm this method has been used and if in 25 

subsequent iterations there is not any improvement, it 
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stops and the best chromosome is presented as an 

output of algorithm.  

4. Simulation and Results 

Matlab software is used for simulation and a 200x200 

m area has been considered where 400 nodes are 

spread randomly. Each node can communicate with 

all the other nodes and it has 1 Joule energy which 

can sense its two meter radius. Also, 20 cluster heads 

are spread in the area which has 2 Joule energy. In 

this simulation it has been assumed that in a random 

period one of the cluster heads which is selected 

randomly stops, then the restoration process of nodes 

of that cluster is done by using the presented 

algorithm. Figure 5 shows the given area, the placing 

way of nodes and cluster heads and also faulty cluster 

head and its members which should be recovered.  

 

Fig. 5  The placement way of nodes, faulty cluster head and its 
members in the area 

The presented genetic algorithm could improve the 

fitness amount, as figure 22 shows at first the 

produced solutions by primary population have 

fitness about 34 and over time and performing 

iterations this value has been increased and reached 

to 39 which obtained better improvement. 

 

Fig . 6  Fitness amount over 200 iterations 

Efficiency evaluation: the average energy of nodes in 

the presented genetic algorithm has been compared 

with Gupta algorithm (Gupta, 2003) so that the result 

of this comparison is shown in figure 7. As figure 

shown the presented genetic algorithm has better 

efficiency and energy consumption is more balanced 

and less energy is wasted.  

 

Fig. 7  Comparison of average energy of nodes in Gupta algorithm 
and genetic algorithm 

5. Conclusions 

 Usually, nodes in wireless sensor networks are 

classified to classes called cluster so that each cluster 

has one cluster head. The task of cluster head is to 

taking data from member nodes, collecting and 

sending them to base station and if this cluster head 

collapses all the cluster members encounter with 

problem, so a mechanism to recover faulty cluster 

head nodes should be considered. In this paper, a 

cluster nodes recovery algorithm based on genetic 

algorithm has been presented which works multi-

purposely and it can consider recovery of each node 

based on distance of each node from cluster heads, 

remained energy of cluster heads and member 

number of each cluster head and selects the best 

cluster head to recovery. Simulation results show that 

this algorithm has better efficiency than a state 

considered only one of the parameters. Also, this 

method presents 9.81 percent improvement in energy 

consumption compared with previous works.  
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