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Abstract 
High dimensionality of the feature space affects the 

classification accuracies and the computational complexity due 
to redundant, irrelevant and noisy features present in the 
dataset. Feature Selection extracts the relevant and most useful 
information and helps to speed up the task of classification. 
Feature selection is seen as an optimization problem because 
selecting the appropriate, optimal feature subset is very 
important. The Artificial Bee Colony algorithm is a famous 
meta-heuristic search algorithm used in solving combinatorial 
optimization problems. This paper proposes a new method of 
feature selection, which uses the ABC algorithm to optimize 
the selection of features. Ten UCI datasets have been used for 
evaluating the proposed algorithm. Experimental results show 
that, ABC-Feature Selection has resulted in optimal feature 
subset configuration and increased classification accuracies up 
to 12% compared to the classifier and standard ensembles. 
Keywords: Classification, Feature Selection, Ant Colony 
Optimization, Bee Colony Optimization, Artificial Bee Colony 
Algorithm. 

1.  Introduction  

Feature Selection is an important preprocessing step for 
most machine learning algorithms especially pattern 
classification [1 and 7]. Feature Selection aims in 
determining the most relevant and useful subset of 
features from the dataset representing any application 
domain, without compromising the predictive accuracy 
represented by the actual set of features [16, 17 and 21].  
   
Recently, evolutionary and swarm intelligent algorithms 
are employed to optimize feature selection because 
obtaining the optimal feature combination is very 
important. With optimal feature subset, it is possible to 
gain good prediction accuracies with low computational 
complexity. Artificial bee colony algorithm is a 
stochastic search algorithm inspired by the minimal 
modal of foraging behavior in bees [2, 3 and 4]. ABC is 
simple in concept, easy to implement and has only fewer 
control parameters [14]. It serves as a powerful 

optimization tool and has been successfully used in 
solving many combinatorial optimization problems [5 
and 13].  
 
ACO and ABC algorithms have successfully solved the 
problem of feature selection [11, 15, 23 and 24]. Though 
feature selection has been optimized in numerous works, 
no method has been proved as a consistent performer in 
optimization of feature selection.  In this regard, we have 
proposed a new technique for optimizing feature 
selection using ABC.  
 
In literature, ABC has been successfully used for feature 
selection optimization [23 and 24]. Before applying ABC 
for feature selection, the core reducts are obtained with 
Rough set theory. The feature subset important for 
identification of each class is listed separately and the 
features in common for the decision attributes are chosen 
as the core reduct. Discarding the core reduct from the 
feature set, ABC is applied to rest of the features for 
selection. The resultant feature subset will be containing 
the core reduct plus ABC selected features [23 and 24].  
 
This study proposes a novel feature selection method in 
which ABC is used to generate the feature subsets and a 
classifier is used to evaluate the feature subsets generated 
by ABC. In this method, each employed bee is allocated 
a feature (food source) and the onlooker tries to make all 
possible combinations with other features to configure 
the feature subset. The proposed algorithm has shown 
competitive performance compared to ACO based 
feature selection. 
 
This paper is organized as follows: Section 2 gives a 
brief description about classification and feature 
selection. The concept of ABC algorithm is explained in 
section 3. The proposed method is discussed in section 4. 
Computations and results are discussed in section 5. 
Section 6 concludes the paper. 
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2.  Feature Selection and Classification 

2.1 Feature Selection 
 
Feature selection is an important pre-requisite for 
classification [7]. Feature selection is the process of 
extracting the relevant and useful features from the 
dataset by removing the redundant, irrelevant and noisy 
features. The process of feature selection requires two 
important components: Evaluation function to evaluate 
the candidate feature subset; Generation procedure to 
generate the candidate feature subsets. When the 
evaluation function makes use of a classifier to evaluate 
the generated feature subsets, it is called as wrapper 
approach. When a classifier is not involved and feature 
subsets are evaluated by looking into the intrinsic 
properties of data, it is known as Filter approach [21]. 
 

2.2 Classification 
 

A classifier takes a set of features as input and these 
features have different effect on the performance of 
classifier. Some features are irrelevant and have no 
ability to increase the discriminative power of the 
classifier. Some features are relevant and highly 
correlated to a specific classification [1, 7 and 18]. 
 
For classification, sometimes obtaining extra irrelevant 
features is very unsafe and risky [17]. A reduced feature 
subset, containing only the relevant features helps in 
increasing the classification accuracy and reducing the 
time required for training. 
 
3. Artificial Bee Colony Algorithm (ABC) 

The Artificial Bee Colony (ABC) algorithm is a 
relatively new technique proposed by Karaboga [2]. 
ABC is inspired by the foraging behavior of honey bee 
swarms. In the ABC algorithm, the colony consists of 
three kinds of bees: employed bees, onlooker bees and 
scouts. The population of the colony is double the size of 
food sources. The number of food sources represents the 
position of possible solutions of optimization problem 
and the nectar amount of a food source represents the 
quality (fitness) of the associated solution [5].  Employed 
bees are responsible for exploiting the food sources and 
they pass the information to the onlookers about the 
nectar quality of the food sources they are exploiting. 
The number of onlookers is equal to the number of 
employed bees. The onlookers decide a food source to 
exploit based on the information from the employed 
bees. The employers of exhausted food sources become 
scouts and they keep randomly searching for new food 
sources. Increased amount of nectar increases the 

probability of selection of a particular food source by the 
onlooker bees [2, 3 and 4]. The ABC algorithm is given 
in Fig.1 [2]. 
 
1. Initialize the food source positions 
2. Evaluate the food sources 
3. Produce new food sources(solutions) for the employed bees 
4.  Apply greedy selection  
5.  Calculate the fitness and probability values 
6.  Produce new food sources for onlookers 
7. Apply greedy selection 
8. Determine the food source to be abandoned and allocate its 
employed bee as a  
      Scout for searching the new food sources 
9. Memorize the best food source found 
10. Repeat steps 3-9 for a pre-determined number of iterations 

Fig. 1 Steps of the ABC algorithm  

4.  The Proposed Method 

In the proposed feature selection approach, ABC 
algorithm optimizes the process of feature selection and 
yields the best optimal feature subset which increases the 
predictive accuracy of the classifier.  Fig.2 represents the 
block diagram of performing feature selection using 
ABC. ABC is used as a feature selector and generates the 
feature subsets and a classifier is used to evaluate each 
feature subset produced by the onlookers; hence the 
proposed system is a wrapper based system. 
 
The steps of the proposed feature selection algorithm are 
given in Fig.3. Initially, the classifier Decision Tree J48 
evaluates the discriminating ability of each individual 
feature in the dataset. The predictive accuracy )( ix  of 

each feature i  is calculated by employing 10-fold cross 
validation [6] and [7]. Then, the objective )( if  

is 

calculated for each feature from its indiscernibility 
relation. 
 
A binary bit string (of length equal to the number of 
features in the dataset [11]) is assigned to each employed 
bee to represent its feature selection. In the binary string, 
if nth bit is a ‘1’ it means the associated feature is 
selected and a ‘0’ means the feature is not selected. 
Features are considered as food sources and hence the 
population of employed and onlooker bees are equal to 
the number of features (m) in the dataset.  
 
 Each employed bee is allocated a feature and it 
evaluates the fitness of the feature from the objective 

)( if  by using equation (1). 
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Fig. 2 Block Diagram of ABC Based Feature Selection 

 

)1/(1 ii ffit +=                            (1)
 

The onlooker bee gains information from the employed 
bee and calculates the probability of selecting a feature 
using equation (2).       
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Then the onlooker computes the new solution iv  using 
the predictive accuracies of the feature the employed bee 
is pointing to and the feature the onlooker bee has 
selected. If the new solution iv  is greater than ix  , the 
employed    bee    will   be  pointing   to   feature    subset  
 
1.Cycle =1 
2. Initialize ABC parameters 
3. Evaluate the fitness of each individual feature 
4. Repeat 
5. Construct solutions by the employed bees 

• Assign feature subset configurations (binary 
bit string) to each employed bee 

• Produce new feature subsets iv   

• Pass the produced feature subset to the 
classifier 

• Evaluate the fitness ( ifit ) of the feature 

subset 

• Calculate the probability ip of feature 

subset solution 
6. Construct solutions by the onlookers 

• Select a feature based on the probability 

ip  

• Compute iv  using ix  and jx  

• Apply greedy selection between iv  and ix  

7. Determine the scout bee and the abandoned solution 
8. Calculate the best feature subset of the cycle 
9. Memorize the best optimal feature subset 
10. Cycle = Cycle + 1 
11. Until pre-determined number of cycles is reached 
12. Employ the same searching procedure of bees to generate the 
optimal feature subset configurations 

Fig. 3 The ABC-Feature Selection Algorithm 

consisting of the feature it was previously pointing and 
the newly selected feature. If iv  is not greater than ix  
then, the employed bees feature will be retained and the  
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newly selected feature is neglected. The new solution iv  
is computed by using equation (3).  

          

     
)( jiiii xxxv −+= ϕ                    (3)  

where, ix is the predictive accuracy of the feature 

allocated to the employed bee and jx is the predictive 

accuracy of the feature the onlooker has selected. iϕ  is a 

uniformly distributed real random number in the range 
[0, 1]. This way, each time the employed bee is assigned 
a new feature subset, the onlooker exploits and tries to 
produce new feature subset configuration.  
 
After all possible features are exploited for forming the 
feature subset, the nectar content gets accumulated 
towards better feature subset configuration. If any 
employed bee has not improved, then the employed bee 
becomes a scout. The scout is assigned a new binary 
feature set based on the equation (4). 
 

    )](1,0[ minmaxmin
jjjj

i xxrandxx −+=                     (4)  

Where ����
��  and �����

�� ��represents the lower and upper 
bounds of the dimension of the population. The bees 
keep executing the same procedure for a number of runs 
until best feature subset is formed.  

5. Experiments and Discussions 

The datasets used, the implementation and the results of 
ABC-Feature Selection are discussed in this section.  

5.1 Datasets  
 

The proposed feature selection algorithm has been 
implemented and   tested using 10 datasets from different 
fields of medicine. The datasets are taken from 
University of California (UCI), Irvine data repository 
and Table 1 briefs the description of the datasets [8]. The 
UCI datasets have been widely used in classification, 
feature selection and classifier ensemble works for 
experimental proofs and hence we have adapted them for 
our work. The datasets are also selected such that they 
have varied number of classes and features (attributes): 
the effect of feature selection is easily visible and the 
performance of the feature subset selected can also be 
visualized for varying class range.  
 

 

5.2 Implementation of ABC-Feature Selection 

The classifier employed for evaluating the feature 
subsets generated is Decision Tree. Decision tree is 
implemented using J48 algorithm in WEKA from 
Waikato University [9]. Feature subset generation and 
selection by ABC has been implemented using Net 
Beans IDE.  

Table 1: Datasets Description 

 
The parameters initializations of ABC- Feature selection 
are given below:  
 
Population Size p     :  2 * No. of features in  the data set 
Dimension of the population     :   p × N 
Lower Bound       :   1 
Upper Bound      :    N 
No. of runs         :   10   
Maximum Number of iterations  :  Equal to the number 
                                                               of features                                         
ϕ              :   0.3   
 
With these parameter settings, the artificial bees search 
and the feature subset generated through the cycles with 
highest predictive accuracy is recorded as the best 
optimal feature subset.  
 

ABC takes up the role of generation procedure 
for generating candidate feature subset and J48 plays the 
role of evaluation function to evaluate the candidate 
feature subsets. Accuracy of the classifier is used as the 
fitness function to evaluate the feature subsets. Accuracy 
of the classifier is defined as how correctly a given 
classifier identifies and labels instances on which it is not 
trained [22]. So, feature subset yielding highest accuracy 
of classification over the iterations is recorded as the best 
optimal feature subset. Classification accuracy is 
computed by using 10-fold cross validation. In k-fold 
cross validation, the dataset is divided into k equally 
sized folds and the learning algorithm is executed for k 
times [6], [7] and [22]. 

 

Dataset Instances Features Classes 
Heart-C 303 14 2 
Dermatology 366 34 6 
Hepatitis 155 19 2 
Lung Cancer 32 56 2 
Pima Indian Diabetes 768 8 2 
Iris 150 4 3 
Wisconsin 699 9 2 
Lymphography 148 18 4 
Diabetes 768 9 2 
Heart-Stalog 270 13 2 
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When the algorithm is implemented, the onlooker bees 
make use of equations (1) and (2) to select a feature for 
inclusion into the feature subset. The decision about 
including the feature into the subset is based on the value 

of iv  computed using equation (3). Each time a feature 
is added to the binary string, the employed bee computes 
the accuracy of the new feature subset and this becomes 

the new ix  value.  This way features are added to the 

binary string representing feature selection and the bees  
explore  all  possible  combinations  of features during 
the iterations. The feature subset and the classification 
accuracies obtained by the proposed method are shown 
in Table 2.  ABC-Feature Selection has resulted in 
reduced feature size compared to the actual features and 
good classification accuracies.  

Table 2:  ABC based Feature Selection- Classification Accuracy and 
Feature Subset   

 
In our previous work, we have implemented the 
optimization of feature selection using ACO technique 
[15].  In ACO, ants select a feature based on the move 
probability associated with each feature. The move 
probability depends on the heuristic information of 
pheromone value associated with each feature and the 
proportion of ants that have selected particular feature at 
that instant [11] and [15]. Table 3 and Table 4 show the 
comparative performance of ACO based feature 
selection and ABC based feature selection. In Table 3, 
we have listed the reduced feature size obtained through 
ACO [15] and ABC optimization techniques.  It can be 
inferred from Table 3 that ABC has resulted in reduced 
feature subset equivalent to ACO in some cases and 
comparatively better optimization for other datasets.  
 
In Table 4, the classification accuracies achieved through 
the proposed method is compared with the accuracies of 
ACO based FS [15], classifier J48 (used in this 
experiment) and standard ensembles bagging [7], [18] 
and [19] and boosting [7], [18] and [20]. 
 

 

Table 3: Comparison of Features Selected by ACO and ABC 

 
When the ABC algorithm has been applied to the 
datasets, it has resulted in feature subset (consisting 
relevant and optimal features) and increased recognition 
rates for all datasets. 

From the data represented in Table 2, Table 3 
and Table 4, it can be inferred that: 

i. Feature selection definitely increases 
the classification accuracy and speeds 
up the process of classification  

ii. For all datasets except Hepatitis and 
Diabetes, ABC-FS has given the 
highest recognition rates  

iii. For Hepatitis, Boosting has given the 
highest accuracy and even ACO has 
lost in case of hepatitis 

iv. For diabetes, ACO has the leading 
performance and accuracy of ABC-FS 
is marginally low compared to ACO-
FS 

v. For Heart-c, Iris, Pima and Wisconsin, 
feature subset obtained is almost of 
same size as in ACO-FS  

vi. For Lung Cancer, Lymph and Stalog, 
size of the feature set is minimized to a 
greater level with good prediction 
accuracies. This very well explains the 
effectiveness of the proposed method 

vii. For Lung Cancer, Lymph and Stalog, 
size of the feature set is minimized to a 
greater level with good prediction 
accuracies. This very well explains the 
effectiveness of the proposed method 

viii. Convergence of the search space is 
achieved quickly  

ix. In the histogram, the bar tends to raise 
on the ABCE methods for most of the 
datasets, which shows the betterment 
of the proposed method. 

Dataset No. of 
Features 

Features 
Selected by 
ABC-FS 

Predictive 
Accuracy 
(ABC-FS)(%) 

Heart-C 14 6-7 86.92 
Dermatology 34 24 98.55 
Hepatitis 19 11 81.26 
Lung Cancer 56 27 89.25 
Pima 8 6 90.08 
Iris 4 2 96.00 
Wisconsin 9 4 96.99 
Lymph 18 9 96.69 
Diabetes 9 5 83.12 
Heart-Stalog 13 6 84.07 

Dataset No. of 
Features 

ACO - 
FS ABC-FS 

Heart-C 14 8 6-7 
Dermatology 34 28 24 
Hepatitis 19 13 11 
Lung Cancer 56 33 27 
Pima  8 6 6 
Iris 4 3 2 
Wisconsin 9 4 4 
Lymphography 18 16 9 
Diabetes 9 6 5 
Heart-Stalog 13 8 6 
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Table 4: Comparison of Prediction Accuracies of 10 Datasets through 10-Fold Cross Validation 

 

 

 

 

 

 

 

 
 

(All numbers are in percentage) 

6. Conclusion 

ABC is a powerful optimization technique and has been 
widely used in solving combinatorial optimization 
problems. In this work, ABC has been employed to 
select optimal feature subset. The onlooker bee evaluates 
all possible combinations of features before yielding the 
optimal feature subset. Experimental results show the 
superiority of ABC- FS. The proposed algorithm has 
resulted in reduced feature size of the feature subset, 
increased classification accuracies, low computational 
complexity 
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