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Abstract 

The Natural language question (NLQ) processing module is 
considered a fundamental component in the natural language 
interface of a Question Answering (QA) system, and its quality 
impacts the performance of the overall QA system. The most 
difficult problem in developing a QA system is so hard to find 
an exact answer to the NLQ. One of the most challenging 
problems in returning answers is how to resolve lexical 
semantic ambiguity in the NLQs. Lexical semantic ambiguity 
may occurs when a user's NLQ contains words that have more 
than one meaning. As a result, QA system performance can be 
negatively affected by these ambiguous words.  In this research, 
we aim to resolve this problem by introducing CKCO (Context 
Knowledge & Concepts Ontology) approach. This approach 
integrates context knowledge and concepts ontology of a 
domain, into a shallow natural language processing (SNLP) 
technique. Concepts knowledge is modeled using ontology, 
while context knowledge contains a set of words with their 
senses obtained from WordNet Domain and a group of words 
within the proposed domain serve as context labels, and it is 
determined based on neighborhood words in the NLQ. We 
applied CKCO approach to a university QA domain for new 
students to examine the impact of WSD in retrieving correct 
answers. Experimental results show that the CKCO approach 
together with other components of our QA system yield a result 
which is 83.4% for precision. We focus on the ambiguity of 
nouns in the NLQ.  
Keywords: Question Answering (QA), Word Sense 
Disambiguation (WSD), Natural Language Processing (NLP), 
WordNet, Context Knowledge, Ontology. 

1. Introduction 

Despite the great success of Web search engines, people 
still face the problem of how to retrieve what they really 
want. QA is a system that addresses this problem. The 
major aim of QA system in this research is to return a 
correct answer to a NLQ instead of a list of answers. QA 
is a task that combines techniques of information 
retrieval (IR), template matching, information extraction 
(IE), and natural language processing (NLP). A QA 
system is made up of 3 major modules: NLQ processing, 

documents processing, and answer processing [9], [10], 
and [11].  
 
In QA, a NLQ is the primary source through which a 
search process is directed for answers. Therefore, an 
accurate analysis to the NLQ is required. One of the most 
difficult problems in developing a QA system is that it is 
so hard to find an answer to a NLQ [22]. The main 
reason is most QA systems ignore the semantic issue in 
the NLQ analysis [12], [2], [14], and [15]. To achieve a 
better performance, the semantic information contained 
in the NLQ should be considered in the NLQ analysis 
and answers processing. The NLQ processing is 
considered a fundamental component in the QA system, 
and its quality impacts the overall performance of the QA 
system. 
 
Generally, QA can be categorized into two types based 
on the used methods. First, the shallow QA systems 
which use techniques like pattern matching in returning 
final answer. Such type of techniques ignores the issue of 
semantic, thus, many relevant answers could be missed or 
irrelevant answers could be retrieved [25], and [23]. 
Second, the deep QA systems which use techniques such 
as NLP. This type of QA considers the issues of semantic 
and syntactic analyses. According to [1] QA field has 
moved from only depending on retrieving and matching 
techniques to NLP techniques. However, NLP has been 
considered AI-complete problem because NLP requires 
extensive knowledge about the language and the ability 
to manipulate it [3]. The most challenging issue in NLP 
is a language is not free from an ambiguity problem. 
Ambiguity means the capability of being understood in 
two or more possible senses. It is a pervasive 
phenomenon in human language [4]. Ambiguity has been 
recognized as a critical challenge in extracting semantic 
of a NLQ posed to a QA system [16]. In this research, we 
focus on lexical semantic ambiguity resolution in the 
NLQs posed to a QA system. Lexical ambiguity occurs 
when a word has more than one sense [3]. In QA, lexical 
ambiguity would cause confusion in interpretation of the 
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NLQ, and then affects negatively on the process of 
retrieving answers [2]. For example, given a NLQ "How 
can a student deposit money into a bank?", human 
knows that the bank here refers to a "financial institution". 
Whereas, given a NLQ "How can a student join camping 
on the west bank?", the bank here refers to the "sloping 
land beside the river". But unfortunately, it is very 
difficult for a computer to do the same job. Having more 
than one meaning for an individual word would lead to 
matching irrelevant answers and that will decrease the 
precision of retrieving the answers [2]. The typical 
solution to this issue is applying a Word Sense 
Disambiguation (WSD) technique to the NLQ analysis 
module. WSD refers to the process of deciding which of 
word's several senses is intended in a given context [3]. 
However, WSD itself is an open problem in the field of 
NLP [17]. Existing WSD methods either narrowly focus 
on a few specific words due to their reliance on 
expensive manually annotated training text, or give only 
mediocre performance in real-world settings [18].  
 
This paper, proposes CKCO approach to overcome the 
lexical semantic ambiguity in the NLQs. To resolve the 
problem, we must consider the context and the domain 
knowledge in which each NLQ is posed. The proposed 
approach integrates context knowledge, and concepts 
knowledge of interesting domain, into a shallow natural 
language processing (SNLP) technique. Concepts 
knowledge is modeled using ontology, while context 
knowledge consists of words with their senses obtained 
from WordNet Domain and a group of words classified 
into predefined domains serve as context labels. Context 
knowledge is determined based on neighborhood words 
in the NLQ. SNLP includes implementing a chunker and 
shallow semantic analyzer. 

2. Related Work 

Work on QA is found in AI as computational linguistic, 
psychology, and philosophy [24]. QA systems have been 
evaluated and tracked in several academic workshops 
such as TREC [5], CLEF [6], and NTCIR [7]. Most of 
the research work conducted in QA utilize shallow 
approaches such as classification and matching words in 
NLQ with same words in retrieved texts. The need for 
effective techniques can precisely return correct answers 
made QA community to move towards many other new 
fields (e.g. NLP, knowledge representation (KR), and 
linguistic) [25]. A number of works that depend on NLP 
have been proposed in the past few years [16], [30], [31], 
and [32]. However, a few works have investigated the 
role of WSD in returning potential answers [8]. The 
automatic disambiguation of word senses is essential for 

a QA system [26]. Therefore, we survey some related 
work which investigated the role of WSD in QA systems.  
 
The work [2] proposed a hybrid approach that combines 
WordNet with Internet as knowledge sources by which 
ambiguous words are disambiguated. This system 
ignored the context and the domain in which the question 
is posed, final decision of disambiguation starts with 
ranking possible senses based on search process through 
internet and number of search hits, and then any of two 
distinct words in a question are chosen. After that, they 
form every possible pair-combination of senses (synsets), 
one sense chosen from a word, the other sense chosen 
from the other word. Then they use all the synonyms of 
these two senses to form a query to search the Internet. 
Then, the pair of senses from two distinct words with 
higher number of hits is more likely to be the intended 
senses for each word. The accuracy of disambiguation is 
reported to be 35%.  
 
The work [20] proposed an approach to determine the 
senses of words in queries by using WordNet. This 
approach is combined with information retrieval system 
to examine its effect in retrieving relevant documents. 
The approach makes use of WordNet by exploring 
synonyms, hyponyms, their definitions, and set of 
examples given to illustrate the use of the term in a 
particular sense. In this work, they gave less 
consideration to the context or domain issues in 
disambiguating words, e.g. the sense of crime word in a 
given query ”white collar crime sentence” belongs to two 
domains, thus, they determined the correct sense ‘an act 
punishable by law’ based on the domain of second sense 
of the word ‘sentence’ which is accidentally match. This 
approach is sensitive to the exact wording of definitions, 
so the absence of a certain word can radically change the 
results. The accuracy of the method is 90%.  
 
The work [21] introduced a natural language query 
engine that enables users to search for entities, 
relationships, and events that are extracted from 
biological literature. The work concerned mainly the step 
of NL query interpretation and translation.  The syntactic 
and semantic query processing is guided by a domain 
ontology, which provides a mapping between linguistic 
structures and domain conceptual relations. In this work, 
linguistic ambiguity is resolved by identifying syntactic 
structure patterns which will be mapped to concepts to 
extract semantic relationships, thus, syntactic ambiguity 
might be faced. Additionally, the parser does not 
consider the role of context of NLQ in extracting 
semantic representation. The accuracy of this work is not 
reported.   
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The work [13] proposed a technique to resolve the 
ambiguous entities in entity extraction. This technique 
integrates subject and lexical knowledge, the possibility 
theory, and fuzzy sets into a statistical deep-NLP 
technique. In this work, context knowledge is generated 
by combining lexical meaning and input subjects that 
need to be entered along with a sentence by the user. For 
example, to resolve the ambiguous word pen the sense 
with maximum plausibility value will be attached, this 
value is assigned based on the entered subject. Suppose 
the user entered livestock as a subject, then sense an 
enclosure in which babies may be left to play will be 
assigned with the value 0.9, and other senses with lower 
value. In our work, beside we use knowledge about the 
domain, the user is not asked to enter the subject, as it 
will be automatically determined through unambiguous 
words in the NLQ. 
 
In regard to WSD, the comparing between one system to 
another is complicated [26], and [27]. The reason is that 
every experiment has its own conditions and environment 
[26]. However, compared with the above QA systems, 
this research tries to resolve the lexical semantic 
ambiguity problem in a NLQ by considering the context 
in which the NLQ is posed, and make use of concepts 
that might be used within the proposed domain. This 
approach integrates contextual knowledge and concepts 
ontology into SNLP technique. SNLP include shallow 
syntactic analysis based on chunking mechanism, and 
sallow semantic analysis using semantic role labeling 
(SRL).  

3. Proposed Approach 

In this section, CKCO approach is introduced. The 
approach resolves lexical semantic ambiguity in NLQ by 
considering two pieces of knowledge: context knowledge, 
and concepts knowledge.  The combination of these two 
pieces of knowledge is incorporated in a shallow NLP 
technique. Fig 1 illustrates the design of the approach, 
which can be divided into two main components namely: 
Shallow syntactic analysis, and shallow semantic analysis. 
 

  

Fig. 1 The framework of a proposed approach. 

3.1 Shallow Syntactic Analysis 

The solution to lexical semantic ambiguity starts with 
shallow syntactic processing. This task consists of POS, 
extracting headwords, and chunking. The major goal of 
this component is to identify a syntactic structure of a 
NLQ can be attached with semantic information to obtain 
a formal semantic representation. For this task we apply a 
rule-based chunker. 

3.1 Shallow Semantic Analysis 

We apply a rule-based shallow semantic analyzer which 
is responsible for three major processes. First, word 
sense disambiguation, it is the core of this work. In this 
work, disambiguating lexical words mainly depends on 
context knowledge and concepts ontology. The semantic 
analyzer receives syntactic information from the chunker, 
and uses context knowledge to determine the relevant 
meaning based on context information that obtained from 
the posed NLQ to be matched with the stored context 
labels. After that, to identify the correct meaning among 
retrieved potential meanings, the analyzer uses 
knowledge about concepts within the proposed domain. 
 
Second, once ambiguous words are resolved, this 
analyzer starts transforming the obtained syntactic and 
semantic information into semantic representation.  In 
this research, semantic role labeling method (SRL) is 
applied to derive the final semantic representation of a 
NLQ. The semantic representation is represented by the 
predicate-argument structure, extended with some 
additional semantic information that assists in answer 
matching process. In this work, we consider one 
predicate per NLQ which is verbal predicates. The 
predicate-argument structure of our system is represented 
like SRLsP  consists of a predicate P, and set of 
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semantic role labels SRLs. A SRL is a binary 
structure SRLsemw ,. , consisting of the semantic 

meaning of a word w.sem. The meaning of an argument 
is assigned as follows: Arg0 serves as a subject and Arg1 
is object.  Arg-Loc represents a locational argument, Arg-
Time represents the argumrnt of Time type, Arg-Inst 
represents instrumental argument, and Arg-Manner refers 
to a specific manner included in a sentence. 
 
Third, NLQ semantic classification, this task is to classify 
the NLQ by its expected answer type (EAT). Knowing 
the answer type is important for finding the answer 
accurately. 

3.1.1 Context Knowledge 

The correct sense of a word in a NLQ relies on the 
context in which it is used. The context is determined 
based on the other words in the neighborhood in the 
NLQ. Thus, if the words money, cash or teller appears 
near the word bank, we can say that it is the financial 
institute and not the sloping land. This is called as local 
context. To use context in disambiguating words, a 
process of comparison between the local context and the 
domains of the target word's senses is performed. 
WordNet is not sufficient to perform such a comparison 
process. Moreover, WordNet is not a perfect resource for 
WSD, because it has the problem of the finedgrainedness 
of WordNet´s sense distinctions [26].  

 
Therefore, we model a context knowledge resource to 
disambiguate lexical words. Context knowledge contains 
a set of words labeled with their senses and domain 
labels. The set of words with their senses and domain 
labels are manually obtained from the WordNet Domains 
lexical resource. WordNet Domains [33] is an attempt to 
extend the coverage of domain labels within an already 
existing lexical database which is WordNet. As a result 
WordNet Domains can be considered an extension of 
WordNet in which synsets have been annotated with one 
or more domain labels, selected from a hierarchically 
organized set of about 200 labels. In this work, WordNet 
Domain is used to decide if a lexical entry is ambiguous 
or not, determine synonyms, and to provide the context 
knowledge with the set of possible senses and domain 
labels of an ambiguous word.  

 
For example, the word bank has 10 meanings; as 
illustrated in Table 1, each sense is labeled with a context 
that refer to a specific domain that include a set of 
relevant words. As we notice from the Table 2 one 
context label can be assigned to multiple senses for a 
word. Thus, to determine the correct meaning, knowledge 

about lexical meanings and its context are mapped to 
concepts ontology, which is described in the next 
subsection.  

Table 1: Context knowledge of the word bank 
Sense sense Context 

#1 financial institute Economy 

#2 sloping land Geography, Geology 
#3 container Economy 
#4 the funds held by 

gambling house 
Economy, Play 

#5 a flight maneuver Transport 

#6 a supply or stock held in 
reserve 

Economy 

#7 a long ridge or pile Geography, Geology 
#8 a building in which the 

business of banking 
transacted 

Architecture, 
Economy 

#9 Bank building Architecture, 
Economy 

#10 bank, cant, camber (a 
slope in the turn of a road. 
. . ) 

Architecture 

3.1.2 Concepts Ontology 

Concepts knowledge is ontology consists of a set of 
concepts and relationships within the proposed domain. 
Ontology is becoming the essential methodology to 
represent domain-specific conceptual knowledge in order 
to promote the semantic capability of a QA system. In 
this work, the ontology is a framework that represents 
concepts and the relationships that exist among those 
concepts within the proposed domain. Furthermore, this 
ontology describes how concepts are related to linguistic 
knowledge such as lexicons. Concepts represent entities 
within the proposed domain such as student, college, 
money, bank, etc. Relationships represent the interactions 
among the concepts. Linguistic knowledge represents 
how senses that are extracted from WrodNet Domain 
associated with existing concepts.  
 
Fig 2 illustrates a part of ontology of a university domain.  
The ontology is represented as a graph that consists of 
nodes (concepts) and edges (relationships), and the 
dashed arrow illustrate a relationship among three 
concepts.  
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Fig. 2 An example of concepts-domain ontology. 

4. Architecture of the QA System  

The CKCO approach is packed into a QA system 
prototype. Fig 3 illustrates the fundamental architecture 
of the QA system, and our proposed approach is shown 
in the natural language interface, more specifically, in the 
NLQ processing phase. A user poses a NLQ through the 
interface going into a sequence of processes. There are 4 
major modules that illustrate the architecture of the 
overall QA system, including CKCO approach. As 
mentioned earlier, this research concerns only with the 
user interface and answer processing modules. 

4.1 User Interface 

The user interface is a natural language interface, which 
the user's NLQ can be entered into and the answers 
returned back to the user. The user may pose the NLQ in 
different ways, e.g. yes/no questions, imperative 
questions, or wh-questions. In this work, only wh-
questions are considered. This system can automatically 
answer English NLQs that are asked by new students 
about a university domain. In this work, we focus on 
NLQs containing multiple words, if the NLQ consists of 
a single word and the word has multiple senses, it is 
usually impossible to determine the correct sense of the 
word. A word that is classified as noun is defined as an 
entity and that is classified as a verb is defined as a 
relation. A NLQ is made up of a sequence of entities. 
These entities can be ambiguous or unambiguous. 
Although, this research focuses on ambiguous ones, the 
unambiguous entities will serve in determining the local 
context of ambiguous entities. In the user interface, there 

are some tasks are carried out; the tasks are: chunking, 
semantic processing, and answer type recognition. The 
following subsections explain these tasks. 
 

 

Fig. 3 The architecture of QA system. 

4.1.1 Chunker  

In this module, the NLQ processor firstly performs the 
step of POS. The proposed rule-based tagger reads the 
NLQ and assigns a class to each word, such as noun, 
verb, adjective, etc. For this task, we provide the tagger 
with the necessary linguistic knowledge. For example, 
given a question "How can student deposit money into 
the bank?", can be tagged as follows: 

 
[How/Wh-Q] [can/Aux] [student/Noun] [deposit/Verb] 
[money/Noun] [into/ IN] [the/Det] [bank/Noun] 
 
In this step, each word which is classified as verb or noun 
is extracted as a headword. Words with noun category 
are identified as an entities E, and a word with verb 
category as a relation R between two or more entities. For 
example, the NLQ "How can a student deposit money 
into the bank?" contains student, money, and bank words 
as entities; the word deposit will be defined as a relation 
between entities. A NLQ is made up of a sequence of 
entities.  
 
After having POS for each word, the processor groups 
the word as constituents (e.g. Noun Phrase (NP), Verb 
Phrase (VP), and Prepositional Phrase (PP)). For this 
task, we built a rule-based chunker, which receives a 
sequence of tagged words, and then divides the NLQ into 
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syntactically correlated segments. For example, given a 
question "How can student deposit money into the 
bank?", can be divided as follows: 

 
[student/NP] [deposit/VP] [money/NP] [into the bank/PP] 

4.1.2 Semantic Analyzer 

Semantic analyzer receives the syntactic information 
from the chunker. Syntactic information includes entities 
and relationships, and chunks.  Nouns are examined by 
the context knowledge to detect the ambiguity of lexical. 
Thus, bank is detected as an ambiguous word, whereas 
other unambiguous words in the NLQ are used to 
indicate to the local context of the ambiguous word. For 
example, the word money is identified as an 
unambiguous word, and the word money is classified into 
Economy domain, thus, the processor looks up the 
context knowledge to find bank's senses labeled with 
Economy context. According to Table 1, there are four 
senses (#2, #3, #4, #6, and #8) labeled with Economy 
context have been considered.  

 
In order to filter out the retrieved senses and decide the 
correct sense, concepts ontology of the selected domain 
is used. The task here is mapping the entities and its 
relations that extracted from the posed NLQ to concepts 
ontology. For example, bank is the word that needs to be 
disambiguated; thus, entities and relationship are mapped 
to the ontology, and each unambiguous entity and 
relation must match a concept or its synonym and relation 
in ontology has the same meaning. In this work, NLQ 
processor looks up to a ternary relation connect these 3 
entities; the relation is any morphological derivation of 
the major relation which is deposit.  According to the 
sub-graph in Figure 2, the entities student, and money 
with the relation deposit are connected through the 
relation deposited-in to the word bank that has sense #2 
(Financial Institute). 
 
The semantic representation of the NLQ is automatically 
derived using SRL method and attached to syntactic 
chunks. As previously mentioned, the semantic 
representation is represented by the predicate-argument 
structure, extended with some additional semantic 
information that assists in answer matching process. For 
example, Table 2 illustrates how roles assigned to the 
words of the NLQ.  

Table 2: Labeling NLQ’s words 
Role label NLQ Words  

Pred Deposit 

Arg0 Student 

Arg1 Money 

Arg-Loc Bank 

 
Since, the SRL is a binary structure, thus, the final 
semantic representation is derived like 
Deposit/P<Student/Arg0,Money/Arg1,Bank.bank#2/Arg-Loc>. 

4.1.3 Answer Type Recognizer 

The task here is to classify the NLQ by its expected 
answer type (EAT). This task is helpful in a process of 
retrieving answers eventually. Knowing the EAT will 
impose some constraints on the potential answers. For 
example, given a NLQ "When can I register course for 
the fall semester?", this NLQ is expected to be classified 
into an answer type of TIME, which is the only candidate 
answers that are TIME type need to be considered. 

4.2 Answer Processing  

Answer processing module is responsible for applying a 
match method between the extracted NLQ semantic 
representation and its potential answers. In this work, the 
potential answers also are normalized to a predicate-
argument structure, and then stored in a database. For 
example, Figure 4 shows how potential answer is 
processed  
 

 

Fig. 4 Semantic role labeling of the potential answer 

Since the expected type of the answer is Manner, the 
matcher must identify that <saving account or checking 
account> is the answer. For this task we built a rule-
based matcher. 

5. Experiment Evaluation 

Evaluation has always been a difficult in WSD research 
[3, 28, 29]. In this work, we evaluate CKCO approach 
and its effectiveness in a university QA domain based on 
in vivo evaluation. With this evaluation approach we can 
tell if our approach is working in the sense of actually 

IJCSI International Journal of Computer Science Issues, Vol. 9, Issue 3, No 3, May 2012 
ISSN (Online): 1694-0814 
www.IJCSI.org 22

Copyright (c) 2012 International Journal of Computer Science Issues. All Rights Reserved.



   

 

improving performance on QA. C# language of 
programming is used for developing, and widows XP as 
operating system. There are no data sets concerns with 
NLQs posed to a university domain. Therefore, in this 
work, we have collected our own data set which contains 
200 natural language questions for the university domain 
from various universities' websites.  

5.1 Experiment Setup and Result 

This section presents, the procedures involved in 
conducting the experiment and the environment of the 
experiment.  In this work, to perform POS a lexicon 
consists of 400 word has been built. The lexicon contains 
potential classes of stored words. Classes are categorized 
into 8 major types which are noun, verb, pronoun, 
preposition, adverb, adjectives, article (determiner), and 
auxiliary verbs. A linguistic knowledge store is built to 
assist the chunker in recognizing the phrases in the NLQ.  
There are three types of phrases considered in this work 
which are NP, VP, and PP. 
 
A context knowledgebase consists of 300 word is 
conducted and each individual word is labeled with its 
senses and potential contexts. The context consists of a 
set of words which frequently used in a university 
domain and can indicate to a particular context. Finally, 
ontology of concepts in a university domain is built. 
Theses concepts are obtained and represented manually 
from FAQs (Frequently-Asked Questions) of several 
websites of universities. A test set includes 200 NLQ 
which are manually extracted from various universities' 
websites. This research included five new students to 
pose NLQs and check if the system can give a response 
and extracting the correct meaning of the NLQs. Table 3 
shows some NLQS that may be posed to this system. 

Table 3: Examples of NLQs  
NO Natural language questions (NLQs) 
1 How can I deposit money into a bank? 
2 How can I cross the river to the west bank? 
3 Where do I get my class timetable? 
4 Where can I find a bank on campus? 
5 How can a student activate his Net account? 
6 When can a student join the term? 
7 How should use my portfolio?  
8 Where can a student buy notes of a lecture? 
9 Where does a student check the state of his application? 
10 Where can a student find a job in the university? 
11 Where can a student find a contact for potential 

supervisors? 
12 Where can a student report a statement about a problem? 
13 How does a student submit an application for the college? 
14 When can I receive the check of salary? 
15 How does a student create an account in the bank? 
16 What is the deadline to submit my application? 
17 How can a student change his program under the same 

college?  
18 How can I contact a current student in my area? 
19 When can I register courses for the fall semester? 
20 How do I connect my computer to the Net? 

 
The user may enter NLQs contain ambiguous and 
unambiguous words, NLQs contain only unambiguous 
words, or NLQs contain only ambiguous words. The 
results were calculated based on the number of 
ambiguous entities that was successfully recognized 
(AER), the number of correct semantic representations 
(CSR) for NLQs, and the number of correct answers 
(CA). Obtained results show that the number of correct 
semantic representations is same as the number of correct 
answers. That is because obtaining the correct semantic 
representation will lead to a correct answer. Sometimes 
the processor cannot attach the correct semantic to the 
word. This happens when a NLQ contains more than one 
ambiguous word which makes it difficult to determine the 
context of the NLQ. 
 
The notion of precision is used to evaluate the 
performance of the approach. Precision is an important 
measure of performance for WSD and QA [29]. Eq 1 
illustrates how precision is calculated: 
 

AER
CA

ecision =Pr                                                  (1) 

 

834.0
218
182

==P  

6. Conclusions and Future Work 

In this paper, a novel approach called CKCO for 
resolving lexical semantic ambiguity in NLQ posed to 
QA system is proposed. The proposed approach is 
obtained by combining two pieces of knowledge; context 
knowledge and ontology of concepts knowledge of 
interesting domain, into a shallow natural language 
processing (SNLP) technique. According to the obtained 
results, it can be concluded that, the proposed approach 
is capable of resolving ambiguous words in the NLQ 
which consists of multi words. The significant 
contribution of this research work is a new technique for 
resolving lexical ambiguity in NLQ posed to a QA 
system. In the future, we are looking at resolving the 
lexical semantic ambiguity in NLQ with different and 
more complicated structures. 
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