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Abstract 
This paper introduces a unified design for the membership 

functions in genetic fuzzy systems (GFSs). The membership 

functions can get one of the symmetric or asymmetric forms of 

triangles, exponential Gauss, trapezoid and so on in the general 

unified form. With these unified forms, the meanings of the 

parameters of the membership functions become more clearly 

and more understandable. Moreover, these unified forms permit 

our proposed genetic algorithm (GA) to tune the parameters of 

the membership functions one by one. This makes our method 

different because other methods always simultaneously tune the 

parameters. With this new approach, the better parameters are 

easier to find out via parameter learning process. In addition, 

appropriate inferences are defined in the systems. As a result, the 

obtained genetic fuzzy systems are more effective and more 

compact. 

Keywords: genetic fuzzy systems, linguistic terms, fuzzy rule set 

reduction, language hedges, genetic algorithm. 

1. Introduction 

Fuzzy Ruled-Based Systems (FRBSs) form the extended 

systems of classical rule-based systems, because they 

include ‘‘IF-THEN’’ rules with fuzzy logic antecedents 

and consequents, instead of classical logic ones. FRBSs 

provide an efficient tool for describing and processing 

problems in the real world concerning uncertainty and 

imprecision. Thus, they have had a wide range of 

applications in control problems [2, 3], modeling [4], 

classification, data mining [5, 6]. 

Genetic algorithms (GAs) have been employed as robust 

tools to search optimal solutions in complex spaces. They 

usually give effective and efficient solutions to the 

complicated real-world problems. So a combination of 

GAs with fuzzy logic has been led to the birth of Genetic 

Fuzzy Systems (GFSs). These are hybrid fuzzy systems in 

which a learning process is based on GAs [7]. 

The important factor of linguistic FRBSs is the knowledge 

base (KB). The KB consists of two components, i.e., a 

data base (DB) and a rule base (RB) [1, 2, 3]. 

The DB comprises the linguistic term sets and the 

membership functions defining their meanings.   

The RB includes set of fuzzy linguistic IF-THEN rules and 

joined by “also” operator. That means those rules will be 

activated simultaneously with the same input data. 

Many approaches have been proposed to generate KB 

automatically using numerical data. 

• The first research direction focuses on learning 

RB from a predefined DB [2, 8, 9]. The FRBS 

performance is strongly influenced by the predefined DB.  

• The second research direction focuses on 

improving the FRBS performance by tuning the initial DB 

after RB has been generated [10, 11].  This process only 

adjusts the parameters of the membership functions but 

does not vary the number of linguistic terms in each fuzzy 

partition so the RB still does not change. 

• The third research direction focuses on learning 

to generate the different components of the initial DB [12, 

13]. 

We propose a new approach in which a simple method is 

used to automatically generate the KB of FRBS from 

numerical data and a proposed genetic tuning process for 

the different components of the KB. First, the initial RB 

and the initial DB of the KB are created from numerical 

data. Next, we represent new processes to adjust the RB 

and the DB by using GA. Many other approaches have 

been proposed to adjust simultaneously the whole DB. Our 

contribution is to adjust each parameters of the 

membership functions individually.  To achieve this goal, 

the DB includes the membership functions, whose 

formulas are in unified forms. In this paper, the parameters 

of a membership function are m, left, right and mid. In 

the graph of a membership function, the parameter m is 
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the center of the peak. Left and right determine 

respectively the spread of the shape of the left-most and 

the right-most curve of the membership functions from the 

center m (Fig. 1,2,3,4). The shapes of the membership 

functions are symmetric or asymmetric depending on left 

= right or left  right. Besides, the parameter mid is 

only used exclusively for the trapezoidal formula. The 

parameter mid is a half of the length of the small base of 

the trapezoid (Fig. 3).  This is advantage to applying our 

proposed GA to tune up the DB because these membership 

functions are in the unified forms. The membership 

functions can get one of the symmetric or asymmetric 

forms of triangular, exponential Gaussian, trapezoidal 

functions and so on in the general unified form. 

2. Generating the Initial Kb from Numerical 

Data 

In this paper, we consider a MISO FRBS (Multi-Input, 
Single Output Fuzzy Rule Based System). Let’s assume 
that the input-output data set used as training data is T={ 

(x
(k)

,y
(k)

) | x
(k)

 R
m
, y

(k)
 R, k=1, 2,.., n }, where x

(k)
 =( 

x1
(k)

, .. , xm
(k)

) is the input vector of  the k-th input-output 
pair and y

(k)
 is the corresponding output, m is the 

dimension of the input vector x
(k)

. 

2.1 Step 1: Generating the initial DB  

The domain interval [ai , bi] of the i-th input variable xi  is 
equally divided into 2Ni+1 fuzzy sets  Ai

(1)
, Ai

(2)
,…., Ai

(2Ni
 
+ 

1)
 for i =1, 2, .. , m. Then, let fuzzy sets Ai

(1)
, Ai

(2)
,…., Ai

(2Ni
 

+ 1)
 respectively correspond to linguistic labels L1 (Low1), 

.., LNi (LowNi), M (Medium), H1 (High1), .., HNi (HighNi). 
Normally, Ni are chosen equal to each other but Ni can be 
chosen different. 
The domain interval [c , d] of the  output variable y is 
equally divided into 2N+1 fuzzy sets  B

(1)
 , B

(2)
,…., B

(2N
 
+ 1)

. 
Then, let fuzzy sets B

(1)
 , B

(2)
,…., B

(2N
 

+ 1)
 respectively 

correspond to linguistic labels L1 (Low1), .., LN (LowN), M 
(Medium), H1 (High1), …,HN (HighN). 

For each i = 1, 2,..., m, for each j=1,.., 2Ni +1, set i=(bi-

ai)/(2Ni), 
)j(

im = ai +(j-1)i. In addition, we set )j(
i

left  = 

)j(
i

right =c.i , with c being a real constant prescribed  

depending on the type of membership functions below. 

From now on, )j(
i

left , )j(
i

right  are abbreviated 

respectively as )j(
i , )j(

ir  and )j(
im  is the center of the 

peak of the shape of the membership functions. )j(
i , )j(

ir

determine respectively the spread of the shape of the left-
most and the right-most curve of the membership functions. 

Moreover, a parameter )j(
i

mid  is added in the trapezoidal 

membership function to describe a half of small bottom 

length of the trapezoid and )j(
i

mid  is abbreviated as )j(
im . 

Note that the domain interval [ai, bi] or [c, d] can be divided 
into an even number of fuzzy sets, the process of 
generating DB is similar as described above. 

1) Gaussian membership functions 

For each Ai
(j)

, we employ an exponential Gaussian 
membership function as follows 

 
 

Fig. 1  An illustrated graph of a Gaussian membership function  

with l   r 

In this case, the real constant c is given by 1/3. At first, let  

)j(
i = )j(

ir = c.i = i /3. 

2) Triangular membership functions 

For each Ai
(j)

, we employ a triangular membership function 

as follows 
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Fig. 2 An illustrated graph of a triangular membership function  

with l   r 

In this case, the real constant c is given by 1. At first, let  

)j(
i = )j(

ir = c.i = i. 

3) Traperzoidal membership functions 

For each Ai
(j)

, we employ a traperzoidal membership 

function as follows 

l r 

m m+r 

 

m-l 
 

m 

l r 

m+r 

 
m-l 
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Fig. 3 An illustrated graph of a traperzoidal membership function  

with l   r 

In this case, the real constant c is given by 4/5. At first, let  
)j(

i = )j(
ir  = c.i = 4i /5 and .5/i

)j(
im 

 

4) General bell-shaped membership functions 

For each Ai
(j)

, we employ a general bell-shaped membership 

function as follows 

































)j(

i

b2

)j(

ir

)j(

i

)j(

i

b2

)j(

i

)j(

i

)j(
i

A

mxif

)
mx

(1

1

mxif

)
mx

(1

1

)x(


 

 
 
Fig. 4 An illustrated graph of a general bell-shaped membership function 

with l   r 

In this case, the real constant c is given by 1/10. At first, 

let  )j(
i = )j(

ir  = c.i = i/10 and  b=1. 

2.2 Step 2: Generating the initial RB    

Relying on the idea of CH and WM methods [14], in this 

section, we proposed a method to generate the initial RB 

from the numeric data as following [1]: 

 

• For  i =1,2,…,m, the set of fuzzy sets Ai
(1)

, 

Ai
(2)

,…., Ai
(2Ni + 1)

 is denoted by Ai. 

• The set of fuzzy sets B
(1)

, B
(2)

,…, B
(2N+1)

 is 

denoted by B. 

• Each example ep = (x
(p)

, y
(p)

)= (x1
(p)

, .. ,xm
(p)

,y
(p)

)   

T will correspond to a fuzzy rule Rp in the form:    

If x1 is 1( )

1

p
A and… and xm is  

( )mp

mA  then y is B
(p)

 where 

i
)p(

i
AA i    is a fuzzy set so that

)x(max)x(
)p(

iAj

)p(
iA

)j(
i

)ip(
i

   for i=1, 2,…,m and 

BB )p(  is a fuzzy set so that )y(max)y(
)p(

Bj

)p(

B
)j()p(  . 

Since there are n examples, so we can get maximum of n 

fuzzy rules. However, in reality there often exist some 

fuzzy rules having the same antecedent part 1( )

1

p
A ,..,  

( )mp

mA but the consequence parts are different.  These rules 

form a group, having the same antecedent part. Since there 

are maximum of n rules, so there will be r distinct groups 

with r  n. Each group has at least one rule.   

• For each fuzzy rule Rp: If x1 is 1( )

1

p
A  and… and 

xm is  
( )mp

mA  then y is B
(p) 

and each example er= (x
(r)

, y
(r)

)= 

(x1
(r)

, .. ,xm
(r)

, y
(r)

)   T, the covering value CVT  of rule Rp 

bases on data er is computed as [14]:  

))y(
B

),x(
A

),..,x(
A

(T)e,R(CV
)r(

)p(
)r(

m)
m

p(
m

)r(
1)

1
p(

1
rpT 

with T is t-norm function. In this paper, T is the minimum 

function. 

• For each fuzzy rule Rp, set   

 0)x()...x(TeE )k(
mA

)k(
1Akp )mp(

m
)1p(

1

  

• The rule value function of the rule Rp, RVF(Rp), 

is computed as:  

eRCVRRVF rpT
p

E
r

e
p )},({max)(


  

• We choose one rule that has the greatest rule 

value function (RVF) from each group to generate the 

initial RB. Because there are r distinct group, so there are r 

rules be chosen to set up the initial RB. 

As the result, we can obtain a rule base as following: 

R1: If x1 is 
)1(

1A
 
and… and xm is  )1(

mA  then y is B
(1)

 

R2: If x1 is )2(
1A  and… and xm is  )2(

mA  then y is B
(2)

 

… 

m l m r 

m m+m+r 

 

m -m-l 
  

l r 

m m+r 

 

m-l 
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Rr: If x1 is  )r(
1A and… and xm is )r(

mA   then y is B
(r)

 

2.3 Step 3: Specifying fuzzification and 

defuzzification 

For each rule Rp and for each x =(x1,..,xm), wp is the firing 

strength  : )()...().()( )()(
2

)(
1

21 mAAAp xxxxw p
m

pp  .     (1) 

The output fuzzy set is computed by: )y().x(w )p(
Bp  . 

Defuzzify the output fuzzy sets by using our proposed 

method similar to the simulated center-of-area method of 

Lin and Lee [14]:   

 

 

 

 

 

 

where ŷ is the output of the system, wp is given by (1), m
(p)

 

are the centers and )p(
r

)p(
, are respectively the spread 

of the shape of the left-most and the right-most curve from 

the center m
(p)

 of  membership functions (.))p(
B

 . In this 

paper, the symmetric membership functions (.))p(
B

 are 

employed, ie., r,..,1p,
)p(

r
)p(

  
 and set                                      

.r,..,1p,
)p(

r
)p()p(    

3. Tuning the Initial KB 

With the system presented above (section 2), we can tune 

the initial KB to improve the accuracy of system by the 

following approaches: 

• The first approach is to tune only the RB by using 

the language hedges such as very, more or less, more, not, 

little, etc [15].  

• The second approach is to tune only the DB by 

adjusting the parameters of membership functions [10].  

• The third approach is to apply both above 

approaches [16]. 

The third approach is the method that we use in this paper. 

Beside, when the dimensions of data increase in size, the 

number of rules will grow exponentially and the 

conditions in the antecedents of rules will grow correlative 

in number. This makes the KB more complicated and 

bulky. Overcoming this disadvantage is an important 

requirement when building FRBS. Thus, in this paper, we 

also propose a method to resolve these problems by using 

GA. Our method is to use GA to tune up the DB and also 

to simplify the RB, reduce the number of rules and 

simultaneously reduce conditions in the antecedents of the 

rules. The result gives us a streamlined and efficient 

system.  

The Genetic Algorithm components: 

3.1 The objective function 

The objective function that needs to be minimized is the 

following function, the well-known mean square error 

[18]:  
2)i(

n

1i

)i( )yy(
n2

1
MSE  




 with n being size of data 

set, p being the number of system parameters, ŷ
(i)

 being the 

output  of  the FBRS corresponding with given inputs x
(i)

, 

and y
(i)

 being the known desired output.  

3.2 Coding of KB 

Each chromosome is presented as four components P + L 

+ R + C shown in Fig. 5. The P part will encode the basic 

parameters of the membership functions. The L part will 

express the language hedges added in different rules of the 

initial RB. The R part expresses rules chosen from the 

initial RB.  The C part will express the variables chosen or 

not in the antecedents of different rules of the initial RB.  

The P part includes sets of real values )j(
im , )j(

i , )j(
ir  

and )j(
im being parameters of the membership functions 

mentioned in section 2. The parameters )j(
im , )j(

i , )j(
ir   

and )j(
im vary in their variation interval. The variation 

interval of each parameter is already specified according to 

the type of membership functions used. The variation 

interval of each parameter will be described in detail in 

section 3, 3.5. 

Table 1: Linguistic hedges and corresponding functions 

 
The L part is encoded into an integer string with length 

r(m + 1) where r is rule number, m+1 is the number of 














r

1p

)p(
p

)p()p(
r

1p

p
^

.w

.m.w

y
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input variables and one output variable. Lk,i is the gene 

corresponding to the linguistic hedge that modifies the 

membership function associated to the linguistic term of 

the i-th variable in the k-th rule. Lk,i can take values in {0, 

1, 2, 3, 4, 5, 6, 7, 8, 9} corresponding to the linguistic 

hedges used (Table. 1).  

The R part is encoded into an r-bit string in which r is the 

number of fuzzy rules of the RB. Value 1 at position i in 

the sequence means that the i-th rule is used, otherwise the 

value 0 then the i-th rule is not used. 

The C part is encoded into a bit string with length r.m, r is 

number of rules, m is the number of input variables. Ck,i is 

the gene can take values in the set {0, 1} and Ck,i = 0 if the 

variable Xi is not used in the k-th rule, whereas Ck,i = 1 if 

the variable Xi is used in the k-th rule. Note that the output 

variable Y is always used, so it is so it is not necessary to 

be included in the C part. 

The method tuning the KB by genetic algorithm is 

described as follows. 

3.3 The generation of the initial gene pool consists of 

two steps 

1)  A chromosome, representing the initial KB, is included. 

That means, its genes in the P part receives the values 

from the initial parameters of membership functions of 

the system (section 2) and in the L, R and C parts, 

alleles 1 will be used. 

2) The remaining chromosomes of the population are 

generated with the P part at random within the 

variation intervals for each gene (section 3, 3.5). 

Meanwhile, in the L, R and C parts, alleles 1 will be 

still used. The mutation operators are applied 

differently on each part of the chromosomes chosen for 

mutation. 

3.4 Crossover operator 

 In the P part, the max-min-arithmetical operator is used as 

the crossover operator. If ),..,,..,( 1 hk
t

u cccP  and 

),..,,..,( 1 hk
t

v cccP  are the P parts of the chromosome u 

and v in the t-th generation. If u and v are selected to mate, 

the four offspring with the P part will be generated: 

 

 

 

 

 

 

 

Where a[0, 0.5] is a parameter given by the designer. In 

this paper, parameter a is randomly chosen in segment      

[0, 0.5]. In the L, R, C parts, the standard two-point 

crossover is used. Then all parts are recombined. 32 

offspring are generated from the combination of four 

different P parts, two different L parts, two different R 

parts and two different C parts (Fig. 6).  

We choose the two best offspring among the 32 children to 

replace their parents.  

3.5 Mutation operator 

The mutation operators are applied differently on each part 

of the chromosomes chosen for mutation. 

In the P part, the uniform mutation operator is applied. 

Each selected allele of the genes will be replaced by a 

randomly generated allele on the variation interval of the 

gene. As known above, the P part includes sets of real 

values )j(
im , )j(

i
 , )j(

i
 and )j(

im
 being the parameters of the 

membership functions. Depending on the type of 

membership functions, each parameter )j(
im , )j(

i
 ,  

)j(

ir
  or

)j(

im
   can get various values in its own variation interval. 

After mutation, the new values of )j(
im ,

i
 and

ir
 are 

denoted respectively by )j(
i'm , )j(

i
'


 and )j(
ri
' . Particularly 

in the formula of the traperzoidal membership functions, 

the new value of  )j(

im
  is denoted )j(

im
' . 

1) Gaussian membership functions 

]4/m,4/m['m i
)j(
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)j(

i
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]18/7,18/5[',' ii
)j(

r
)j(

ii
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2) Triangular membership functions 
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i
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3) Traperzoidal membership functions 

]4/m,4/m['m i
)j(

ii
)j(

i
)j(

i   

]30/28,30/20[',' ii
)j(

r
)j(

ii
 

 

]30/7,0[' i
)j(

mi
  

4) General bell-shaped membership functions 
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i
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In the L part, if value of selected gene is 1, it is changed to 

a random value in the set of {0, 2, 3, 4, 5, 6, 7, 8, 9} 

otherwise, it is changed to 1. 

 

In the R or C part, if value of selected gene is 1, it is 

changed to 0 otherwise, it is changed to 1. 
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If an individual is selected to be mutated, a randomly 

selected gene from each its part will be applied a 

corresponding mutation operator. 

Baker‘s stochastic universal sampling (SUS) [19] together 

with elitism is considered in the paper. Elitism first copies 

the best chromosome (or a few best chromosomes) to new 

population so it prevents losing the best found solution. 

 

 

 

 
 

Fig. 5 The components of a chromosome 

 

 
Fig. 6 Crossover operator 
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4. Experimental Study 

Our testing consists of the following two steps: 

• Step 1: Using the method mentioned in section 2 

are called as TMH (the method has been discussed in [1]) 

or any other simple methods such as Wang and Medel 

(WM) in [20] to create the initial KB from numerical data. 

This process only takes negligible time, much less time 

than steps 2. 

• Step 2: Simplify the RB and tune up the DB in 

one of six following models. 

The operators of GA can be applied on the P part, the L 

part, the R part and the C part with different ways, it will 

give different approaches. In this paper, we will mention 

six approaches with six corresponding models, due to 

good results the six models offer.   

4.1 Model 1: 

Implementing Step 1, then the operators of GA are applied 

simultaneously on the R part and the C part first, then 

applied only on m, a gene of the P part, finally applied 

only on , a gene of the P part. The two above processes 

are done sequentially but always go together with the GA 

operators applied on the L, also known as model 

TMH+RC+ML+SL.  

It means simplifying RB before, then tuning individually 

m, afterward tuning  individually. After the phase RC, 

the set of rules is optimal with smaller size and shorter-

length rules. Throughout the two above phase ML and SL 

processes, the antecedent parts of rules in RB are also 

simultaneously modified by adding the appropriate 

linguistic hedges (section 3). In the phase ML, the 

parameters m of the membership functions have been 

tuned, learned. In the phase SL, the parameters  of the 

membership functions have been tuned, learned. In both of 

two phases above, the model structure has been extended 

by using linguistic modifiers. 

4.2 Model 2: 

This model is similar to model 1 but the phase RC is 

executed first, then the phase SL is executed before the 

phase ML is done, also known as model 

TMH+RC+SL+ML. 

4.3 Model 3: 

This model is similar to model 1 but the phase SL is 

executed first, then the phase ML is done and finally the 

phase RC is done, also known as model 

TMH+SL+ML+RC. 

 

 

4.4 Model 4: 

This model is similar to model 1 but the phase ML is 

executed first, then the phase SL is done and finally the 

phase RC is done, also known as model 

TMH+ML+SL+RC. 

4.5 Model 5: 

This model is similar to model 1. First implementing Step 

1, then the operators of GA are applied on m, a gene of the 

P part, applied on , a gene of the P part and applied on 

the L part. Finally, the operators of GA are applied on the 

R part and the C part simultaneously. The three above 

phase M, S, L are done simultaneously, also known as 

model TMH+MSL+RC. 

In the phase MSL, the parameters m and  of membership 

functions have been tuned, learned and the model structure 

has been extended by using linguistic modifiers. After the 

phase RC, the set of rules is optimal with smaller size and 

shorter-length rules. 

4.6 Model 6: 

This model is similar to model 1. First implementing Step 

1, then the operators of GA are applied on the R part and 

the C part simultaneously. Finally, the operators of GA are 

applied on m, a gene of the P part, applied on , a gene of 

the P part and applied on the L. The three above phase M, 

S, L are done simultaneously, also known as model 

TMH+RC+MSL.  

After the phase RC, the set of rules is optimal with smaller 

size and shorter-length rules. In the phase MSL, the 

parameters m and  of membership functions have been 

tuned, learned and the model structure has been extended 

by using linguistic modifiers. 

As the result of six models above, the obtained FRBS gets 

a fuzzy compact and simple rule base with high accuracy 

and good generalization capacity. 

The parameters were used in the tests such as a population 

size of 50 individuals, 0.6 as crossover probability, 0.2 as 

mutation probability per chromosome chosen. The results 

such as the numbers of rules and MSE were calculated by 

taking average for values of all the tests. 

In six proposed models, the phase RC is executed in 50 

generations, the phase ML or the phase SL is executed in 

75 generations, the phase MSL is executed in 150 

generations. 

The tests were done on the PC with Pentium Dual core 2.4 

GHz processor, 4 GB RAM, Windows 7.0 operating 

system and development tool C#.Net 2008. 

4.7 The Experimental study 

The Rice Taste Evaluation Problem 
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We use the data set presented in [22]. This set is composed 

of 105 data vectors collecting subjective evaluations of the 

six variables that relate six factors such as flavor, 

appearance, taste, stickiness, toughness and the overall 

evaluation of the kind of rice. The data set was performed 

by experts on the kinds of rice grown in Japan. 

The objective of the problem is to deal with the subjective 

evaluation of the qualification of rice taste. It is very 

interesting to represent the existing nonlinear relationships 

of the problem by means of linguistic fuzzy modeling. The 

data set has randomly been divided into five different 

independent partitions.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Each partition is composed of 75 points of data in the 

training set and 30 in the test one.  

Each of six models mentioned above is applied in turn on 

the above partitions with 10 runs, with different seeds for 

each run. This ensures the non-biased learning of our 

proposed models. We use the MSE function [18] to 

compare our results of six proposed models to the results 

in the other papers (see Table 2, 3, 4, 5). In Table 2, 3, 4, 5, 

#R stands for the number of rules, MSEtra, MSEtst for the 

values of MSE over the training and test data sets 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Results of Other Methods 

 
*multiplied by 10,000 

 

Table 3: Results of Six Proposed Models when using Triangle Membership Functions 

 
 

Table 4: Results of Six Proposed Models when using Bell-Shaped Membership Functions  

 
 

Table 5: Results of Six Proposed Models when using Traperzoidal Membership Functions 
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Because in the rice problem, the values of the out variable 

are normalized in [0,1], very small errors are obtained.  

Hence, in Table 2, the results are multiplied by 10,000 to 

facilitate their reading. The arithmetic mean ( x ) over the 

30 runs performed; the standard deviation ( 
ix ) over the 

five values, one per data partition; and the arithmetic mean 

(
_

ix
 ) of the standard deviation values over the five runs 

for each data partition are included. While (
ix ) stands for 

the differences existing among the data partitions,(
_

ix
 ) 

stands for the differences existing among the runs for each 

data partition. Therefore, the former value shows the 

robustness of the learning/tuning method to obtain similar 

results regardless the data partition, while the latter value 

shows the robustness of the probabilistic algorithm to 

obtain similar results regardless the followed pseudo-

random sequence, for more details to see in [22]. In Table 

2, 3, 4, 5, the best results of the methods are presented in 

boldface. 

5. Conclusion 

This paper introduces six models to design the 

membership functions in GFSs, known as the model 1, 2, 

3, 4, 5 and 6. All six models include from three to four 

phases, the first phase is always TMH. After the phase 

TMH, the initial KB is generated. After the phase RC, RB 

has been streamlined, that means the number of rules and 

the conditions in the antecedents of rules have been 

optimally reduced. After the phase ML+SL or SL+ML, in 

the model 1, 2, 3 and 4, the KB is tuned by genetic 

algorithms. These phases are new proposals because the 

methods of other researchers always simultaneously tune 

the parameters of the membership functions. Conversely, 

in our approach, each parameter is tuned one by one. This 

makes the process for parameter tuning more easy to 

achieve optimal results. The six proposed models have 

shown that a good interpretability-accuracy tradeoff is 

obtained by firstly reducing not only the number but also 

reducing the lengths of rules. After that, the resulting 

model is tuned. In this case, the tuning phase can profit 

from the selected rules adapting them for a good accuracy. 
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