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Abstract 

The usage of computers for mass storage has become 
mandatory nowadays due to World Wide Web (WWW). 
This has placed many challenges to the Information 
Retrieval (IR) system. Clustering of documents available 
improves the efficiency of IR system.  The problem of 
clustering has become a combinatorial optimization 
problem in IR system due to the exponential growth in 
information over WWW. In this paper, a hybrid algorithm 
that combines the basic Ant Colony Optimization with 
Tabu search has been proposed. The feasibility of the 
proposed algorithm is tested over a few standard 
benchmark datasets. The experimental results reveal that 
the proposed algorithm yields promising quality clusters 
compared to other ones produced by K-means algorithm. 
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 Heuristic, optimization, tabu search  

1. Introduction 

The amount of information that is available over Internet 
has increased exponentially in recent years. This is mainly 
because of the substantial decline in data storage cost, 
advancement in network technology and growth in the 
generation of electronic documents. Moreover the large 
amount of data stored contains hidden knowledge which 
can be used in decision making system. Data mining is 
mining or extraction of knowledge from large amount of 
data. Several data mining techniques find their application 
in various fields. The retrieval of relevant information 
from a huge collection of data is a challenging task in IR 
system. Clustering is the process of grouping of data that 
possess high similarity as a group or cluster. Clustering the 
search result of an IR system helps to present the user with 

more relevant data of search. This helps to improve the 
efficiency of search engines. 

 
Clustering is known to be an unsupervised classification 
that groups data, patterns or feature into clusters without 
knowing the class label. The problem of clustering in large 
datasets is a combinatorial optimization problem that is 
difficult to solve with conventional techniques. 
Hierarchical and partition based clustering are the 
common clustering categories. ‘K’ means algorithm is the 
very popular partition based clustering algorithm. 
However, there are few limitations observed with this ‘K’ 
means algorithm from literature is that: (a) It fails to scale 
with large datasets. (b) The quality of the results of the 
algorithm highly depends on the initial values used for its 
parameters. In the past decade it has been proved by many 
researchers that the biologically or nature inspired 
algorithms (Ant Colony Optimization Algorithm, 
Artificial Bee Colony Algorithm, Particle Swarm 
Optimization, Bird Flocking Algorithm, Frog Leaping 
Algorithm, Genetic Algorithm) are viable tools to solve 
complex optimization problems like Travelling Salesman 
Problem, Vehicle Routing problem, Quadratic Assignment 
Problem and graph Coloring Problem [1] – [13].  

 
In this paper, a new version of hybrid ant algorithm is 
proposed by combining the basic features of original ant 
colony algorithm and tabu search and is explained in 
section IV. The proposed algorithm is applied to document 
clustering which is formulated as an unconstrained 
optimization problem. The viability of the proposed 
algorithm i.e. hybrid ant algorithm is verified with the 
results obtained using K-means algorithm for a standard 
dataset. In the proposed algorithm, a powerful local search 
algorithm Tabu search is applied to intensify the search 
process in the area where better solutions are preset. 
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2. Related Works 

Clustering is a typical unsupervised learning technique for 
grouping similar data points. A clustering algorithm 
assigns a large number of data points to a smaller number 
of groups such that data points in the same group share the 
same properties while, in different groups, they are 
dissimilar.  

 
[14] proposed a Novel Ant Colony Optimization algorithm 
for Clustering. This algorithm uses the basic ACO and 
constructs a connected graph, where the documents are the 
vertices and are connected through edges. Later the graph 
is disconnected which results in clusters. [15] proposed a 
Document clustering method based on Ant algorithm that 
was tested over text clustering. The author also suggested 
that parallelization of the algorithm would bring better 
results. [16] explained the phenomena of corpse clustering 
and larval sorting in ants. [17] modified the basic model 
proposed in [16] using a dissimilarity based evaluation of 
the local density in order to make it suitable for data 
clustering. They have also introduced the idea of short 
term memory within each artificial agent. [18] - [19] 
combined the stochastic principles of clustering by ants 
with popular K-means algorithm in order to improve the 
convergence of ant based algorithms. The proposed 
algorithm was called as AntClass. [20] - [21] proposed 
Ant System and ACO which is a meta-heuristic approach 
based on foraging behavior (a positive feedback) of real 
world ant species. It is based on pheromone model. [22] 
developed a new algorithm called “a cluster” to solve 
unsupervised clustering and the data retrieval problem. 
The algorithm was tested with text document clustering, 
[23] presented hybridization of ant system with Fuzzy C-
means algorithm (FCM) to determine the number of 
clusters automatically. In this, ant based algorithm is 
refined using FCM algorithm. [24] presented a novel 
clustering algorithm called AntTree for unsupervised 
learning. [25] proposed an ant based clustering algorithm 
that was proved to be better than traditional partitioning 
algorithm when tested over real datasets. [26] proposed a 
hybrid algorithm that combines ant system with SOM and 
K-means for cluster analysis. This improves the robustness 
of traditional algorithm. [27] developed multiple ant 
colonies approach for data clustering. It involves parallel 
engagement of several individual ant colonies. 

 
The above mentioned literature is not exhaustive but it 
concentrates only on the works that directly used basic 
ACO for solving clustering problem. However several 
other works have been done to solve the same problem 
with other techniques like Particle Swarm Optimization 
and Genetic Algorithm. 

3. Problem Formulation 

There are several methods in which a document can be 
represented. Among them, vector space representation is 
the widely used method. We have represented the 
document as a vector in ‘n’ dimensional space. The 
documents are preprocessed before they are represented. 
Preprocessing includes stop word removal, stemming and 
unique word identification. After this, each document is a 
list of words. A unique set of words from all the 
documents of the document corpus or data set is obtained. 
This list is used to represent each document in the dataset. 
The commonly used representation is through the 
weighted representation of the words in the documents. 
Thus, each document is represented as a vector of 
weighted values of the words in the document. The weight 
of each word or feature is represents the importance of the 
word in the document. It is calculated using the following 
equation. 
 

whereidf,*dfWij   

 
wij is the weight of wordj in documenti, df is the document 
frequency (frequency of occurrences of wordj in 
documenti). idf is the inverse document frequency 
(importance of wordj in other documents in the document 
corpus).  
 
The problem of clustering documents in a document 
corpus is formulated as optimization problem. The 
solution is a vector where each component corresponds to 
the cluster centre. 
 

DC = (c1, c2, c3…ck) where 
 
“DC” is the document clusters and ci is the centroids of 
each cluster. The resultant clusters are evaluated for their 
quality using DB Index. 
 
4. Hybrid Ant Algorithm 
 
This section provides an elaborate note on the basic ACO 
first and then the proposed hybrid Ant algorithm to solve 
the problem of document clustering. 
 
4.1 Overview of Standard ACO Algorithm 
Ants are altruistic, cooperative, and work collectively 
toward a common goal. The most amazing about this 
optimization is that ants tend to take the shortest path (i.e. 
route) between their nest and some external food source. 
This natural optimization is a part of stigmergy. After a 
passage of time, more ants use a particular trail to a food 
source and hence the trail becomes higher in 
concentration. The closer the food source is to the colony, 

(1) 

(2) 
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the higher the number of trips made by an ant. If the food 
source is farther away from the nest, a less number of trips 
are made, and a less concentration of pheromones is 
applied. Therefore if the concentration of pheromones is 
higher, then more ants will choose the path over other ants 
that might be available. This iterative process achieves 
sub-optimal to optimal trails between the two nodes (i.e. 
colony and food source). Based on the above natural 
metaphor, ant algorithms are modeled in such a way that it 
shares some of the fundamental qualities of real ants. Ant 
algorithms share these traits in that the simulated ants (or) 
virtual ants within the environment work in parallel to 
solve a problem, and through stigmergy, help others to 
further optimize the solution. 
 
The basic idea of ACO algorithm is to use a positive 
feedback mechanism, based on an analogy of trail-laying 
and trail-following behavior of real world ant species. This 
process of trail-laying reinforces the portions of good 
solutions that contribute to the quality of these solutions. 
A virtual pheromone, used as reinforcement, allows good 
solutions to be kept in memory, from where they can be 
used to make up better solution.  
 

 

 
 
Fig.1 Physical model of ant colony optimization algorithm 
 
4.2 Proposed Hybrid Ant Algorithm 
 
The problem of clustering documents is formulated in the 
same way as Travelling Salesman Problem. Each 
document in the document corpus is treated as node. The 
amount of pheromone deposition between two documents 
represents the edge and is proportional to the similarity 

between the documents. Each virtual ant in the colony 
constructs a graph connecting all the documents in the 
corpus. The graph is disconnected using graph algorithms 
like minimum spanning tree which gives the resultant 
clusters of documents.  
 
In the present paper, a novel hybrid ant algorithm is 
developed by blending the basic version of ant colony 
optimization algorithm with conventional K-means 
algorithm by maintaining a tabu list. The result obtained 
using K-means algorithm is taken to be initial position for 
the virtual ants. Each ant aims at constructing a graph that 
connects all the documents in the corpus. In the process of 
building graph, an ant at document di moves to document 
dj if the similarity between di and dj is more and if dj is not 
yet visited by it. In order to avoid revisiting of documents 
each virtual ant maintains a list called Tabu list that 
contains the visited list of documents. Let ‘D’ represent 
the document corpus with ‘N’ documents. ‘D’ = {d1, d2, 
d3,…dn} where each di the document. Le t ‘M’ be the 
unique set of words in ‘D’. Then, each document is 
represented as a vector di = (wi1, wi2…wim) where wi1 is the 
weight of term1 in document di. Let ‘k’ be the number of 
virtual ants engaged. The pseudo code for the Hybrid Ant 
algorithm is given below.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1. initialization 
set iteration counter to 0 
for every edge (i, j) between documents ‘i’ 
and ‘j’, initialize the trail intensity 
apply K means algorithm to place m ants 
randomly in ‘m’ documents 

2. add starting document to the tabu list of the 
corresponding ant 

3. graph construction 
Repeat until the tabu list of all ants is full 
 for each ant k =1 to m do 

Select document ‘j’ to move from    
document ‘i’ with probability Pij (t) 
Place document ‘j’ in tabu list of ant ‘k’ 
Move ant ‘k’ to document ‘j’ 

                End for 
              End repeat 

4. pheremone updation 
for every edge (i, j) do 

Δij = ∑k=1 to m Δkij 
compute ij (t+ 1) = (1 − ρ) ij(t) + Δij 
set Δij = 0 

End for 
5. if stopping criterion met 

disconnect graph  to get clusters 
         

Fig.2 pseudo code for hybrid ant algorithm 
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In the above algorithm, ij (t) is the pheromone or trail 
intensity on the edge between the document ‘i’ and ‘j’ at 
time t. Initially when t=0, the value is set to 1/N where ‘N’ 
is the total number of documents in the document corpus 
as discussed earlier. 

 
At each iteration, after graph construction, ij is updated as 
per the following equation 
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where ci is the centroid vector of the ith cluster, dj is the jth     
document vector which belongs to cluster i, dist (ci, dj) is 
the distance between document dj and the cluster centroid 
ci, Ni stands for the number of documents which belongs to 
the ith cluster. The parameter ‘γ’ is defined as swarm 
similarity coefficient and it affects the number of clusters 
as well as the convergence of the algorithm. ψij is a 
problem-dependent heuristic function for the document 
pair docij .It is defined as the Euclidean distance dist (di, 
dj) between two documents di and dj. Ant ‘k’ moves from 
document ‘i’ to document ‘j’ at tth iteration by following 
probability (t)Pk

ij
 defined by: 
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where l_∈ tabu k(t) means ‘l’ cannot be found in the tabu 
list of ant ‘k’ at time t. In other words, ‘l’ is a document 
that ant ‘k’ has not visited yet. The parameters ‘g’ and ‘h’ 
control the bias on the pheromone trail or the problem 
dependent heuristic function. For the proposed algorithm 
the termination criteria may be taken either a predefined 
maximum number of iterations or it the change in the 
average document distance to the cluster centroid between 
two successive iterations. In the paper the maximum 
number of iterations is taken as the termination criteria. 
The average document distance of the cluster centroid can 
be calculated as: 
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where ci is the centroid vector of the ith cluster, dj is the jth 

document vector which belongs to cluster i, dist (ci, dj) is 
the distance between document dj and the cluster centroid 
ci, Ni stands for the number of documents which belongs 
to the ith cluster. NC stands for the total number of clusters. 

5. Experimental Results and Discussions 

To find the viability and efficiency of the proposed hybrid 
ant algorithm, a standard benchmark dataset Library and 
Information Science Abstracts (LISA) is taken. Initially, 
the dataset which consists of 635 documents is 
preprocessed and each document is represented as a vector 
in ‘n’ dimensional space. The preprocessing involves 
various steps like removal of duplicate words, removal of 
stop words and stemming. Subsequently, a unique set of 
words in each document is found and the weight of term 
‘i’, wi is calculated using equation (1) for a particular 
document ‘j’. Using this, a unique set of words in the 
entire document corpus is found. Based on the weight of 
each term in this set, a subset of terms is selected as 
features and the same is used to represent all the 
documents in the dataset. The reason for selecting a subset 
of terms as features instead of all the terms for document 
representation is to reduce the complexity involved in 
representation. As already discussed in section IV, by 
providing the number of clusters as input, K-means 
algorithm is applied to the chosen dataset and the results 
are plotted in Fig. 1 with 400 iterations as termination 
criteria. Further the quality of clusters is evaluated using 
DB Index as discussed in section IV. The results reveal 
that there is no significant improvement in the quality of 
clusters with increase in the number of iterations. This 
inherent behavior of K-means algorithm proves the 
inefficiency of the same by being trapped at sub-optimal 
points or premature convergence at early iterations. Also 
K-means algorithm initially chooses the cluster centers 
randomly. This random initialization plays a major role in 
finding good quality clusters. If the random selection 
happens to be poor, the algorithm falls at local optima at 
early iterations. 

 
 
Fig. 3 document clusters traced by K-means algorithm for 

N -100 
 

(3) 

(4) 

(5) 

(7) 

(6) 
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Fig. 4 document clusters traced by hybrid ant algorithm 
for N =100 

 
One of the reasons for the improvement in the quality of 
the solutions of the proposed algorithm is the use of Tabu 
list. As discussed in section IV, tabu list, where each 
abstract ant maintains, helps to avoid the revisiting of 
previously visited documents. Consequently, each time, 
the abstract ants try to find new solutions thereby 
preventing the algorithm from getting trapped at poor 
quality solutions in addition to ‘ρ’. Based on the numerical 
experiments the results are shown in Figs. 3-6 by varying 
the number of documents from 100 to 200 in step of 50. 
Tables I and II, present the comparison of cluster quality 
for N = 100 and 200 generated by K-means and hybrid ant 
algorithms for different values of ‘M’ and ‘K’. It is 
observed from the results that the quality of clusters (the 
DB-Index, i.e. the average document distance of the 
cluster centroid) obtained using the proposed algorithm is 
relatively better compared to that of the other ones. This 
strongly substantiates the viability and efficiency of the 
proposed algorithm. From the experimental results the 
values for the parameters are suggested as  M = 4 to 10, ρ 
= 0.1, γ = 0.4, g = 1 and h = 1. 
 

 
 
Fig. 5 document clusters traced by K-means algorithm for 

N -150 
 

 
 

Fig. 6 document clusters traced by hybrid ant algorithm 
for  N -150 

 

 
The proposed hybrid ant algorithm for document 
clustering has several unique search characteristics which 
lead to significant improvement in the consistency and 
computational efficiency of its performance when 
compared to K-means algorithm. Another key difference 
between the proposed algorithm and K-means algorithm is 
that information stored in artificial pheromone trails 
represents the memory of the entire colony from all 
generations, whereas the information on the performance 
of the search is contained only in the current iteration of 
K-means algorithm. 

TABLE I 
CLUSTER QUALITY FOR N =100 

 
M K DB- Index 

(Proposed) 
DB- Index 
(K-means) 

4 6 0.5146 0.7340 
6 8 0.6292 0.7190 
8 12 0.7431 0.8253 
10 14 0.6674 0.7112 

 
 
 

TABLE II 
CLUSTER QUALITY FOR N =200 

 
M K DB- Index 

(Proposed) 
DB- Index 
(K-means) 

4 6 0.6984 0.7324 
6 5 0.7321 0.7962 
8 10 0.6781 0.8472 
10 14 0.6819 0.8942 

 
In general, the proposed hybrid ant algorithm yields 

relatively better quality clusters compared to that of K-
means algorithm. It indicates that the hybrid ant algorithm 
has greater potential to solve the problem of document 
clustering in IR systems.  
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6. Conclusion 

A Hybrid algorithm that uses Tabu search with the basic 
ACO has been proposed to solve the problem of 
Document Clustering. ACO has been proved to be an 
effective optimization technique to solve combinatorial 
optimization problems. Tabu search, an efficient local 
search procedure helps to explore the solutions in different 
regions of solutions space. Also, it helps to avoid 
revisiting previously visited solutions. The K-means 
algorithm is the well known and widely used partition 
based clustering algorithm. However it suffers from local 
optima problem. The proposed Hybrid Algorithm is a 
blended technique that combines features of basic ACO 
and Tabu search. This novel algorithm is combined with 
K-means algorithm to bring out the effective solutions by 
combining the features of both the algorithms. The 
proposed algorithm is tested with standard benchmark 
dataset and the quality of solutions produced is compared 
with that of K-means algorithm. The quality of solutions 
obtained by Hybrid Algorithm strongly substantiates the 
effectiveness of the algorithm for document clustering in 
IR system. 
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