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Abstract 
The performed job, in this study, consists in studying adaptive 
filters and higher order statistics (HOS) to ameliorate their 
performances, by extension of linear case to non linear filters via 
Volterra series. 
This study is, principally, axed on: 

 Choice of the adaptation step and convergence 
conditions. 

 Convergence rate. 
 Adaptive variation of the convergence factor, 

according to the input signal. 
The obtained results, with real signals, have shown 

computationally efficient and numerically stable algorithms for 
adaptive nonlinear filtering while keeping relatively simple 
computational complexity. 

Keywords:Convergence factor, Adaptive filtering, Equalization, 
Higher Order Statistics (HOS), non linear filters, Volterra series. 

1. Introduction 

Filtering is known as adaptive, if there is modification of 
its parameters with each time there is a change in the input 
signal. 
The algorithm of adaptive filtering updates, recursively, 
the coefficients of the filter, in order to enable him to 
follow the evolution of the process. If it is stationary, the 
algorithm must converge towards the optimal solution of 
Wiener, if not it will have a capacity to follow the 
variations of the statistical sizes of the process. 
In spite of the great importance of the filters and linear 
systems of modeling in large ranges of situations, there 
exist many applications in which they post their limits of 
performance. In the presence of multiplicative noise, for 
example, the performances of the linear filters are 
insufficient. For this reason, recently, much of attention 
was given to nonlinear modeling systems via Volterra 
series [1]. In the family of the nonlinear filters we find the 

class of the polynomial filters (of Volterra). This type of 
filter finds its applications in many fields like signal 
processing, the communication systems, the echo 
cancellation and the systems identification [2]. 
In this work, we will extend the study of linear adaptive 
filtering to the nonlinear systems using the Volterra series 
in the adaptive equalization of the nonlinear channels of 
communication, for the acoustic echo cancellation. 
The key point of the Volterra filters is that, the output of 
the filter is linearly dependant compared to the filter 
coefficients [1], [3] and [4]. 

2. Optimal filter of Wiener 

Let us consider the following figure 1, where is 
represented a transverse adaptive filter Hk [5]. 
The goal of the optimal filter is to obtain at output an 
answer ݕ  nearest possible to the desired signal ݀  when 
the input is a sequence ݔ. 
Several cost functions makes it possible to obtain an 
optimal configuration of the filter. Among them, the Mean 
Square Error (MSE) is most usual, because it leads to 
complete and simple mathematical developments; 
moreover, it provides a single solution. 
The optimal filter of Wiener minimizes the Mean Square 
Error noted  ܬ, which is given by: 
 
ܬ ൌ ሺ1ሻ																																																																												ሻ	ሺ|݁|ଶܧ
 
The error signal will be given as follows: 
 
݁ ൌ 	݀ െ	ܪ

்	ܺ 	ൌ 	݀ െ	ܺ
ሺ2ሻ																																				ܪ	்

 
From where: 
 
ܬ ൌ ሾሺ݀	ܧ െ	ܪ

்	ܺሻଶሿ ൌ ሾሺ݀	ܧ		 െ	ܺ
 ሺ3ሻ													ሻଶሿܪ	்
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After development we will have: 
 
ܬ ൌ ௗߪ	

ଶ െ ܴௗ	ܪ	2	
் 	்ܪ		ܴ	ܪ																																						ሺ4ሻ 

 
Where: 

ௗߪ
ଶ ൌ  .ሾ|݀|ଶሿ  Is the variance of the desired signal	ܧ

ܴௗ ൌ ሿ	ܺ݀		ሾܧ   Is the vector of intercorrelation 
between the input signal ܺ and the desired signal ݀. 

ܴ ൌ ܺܺ		ሾܧ
்	ሿ  Is the matrix of autocorrelation of 

the input signal ܺ . This matrix is definite positive, of 
Toeplitz. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The optimum vector of the coefficients ܪ∗ of the filter is 
obtained by the cancellation of the gradient of the 
criterion: 
 

J ൌ 	
∂J
∂H୩

ൌ 	2	E ൬e୩ 	
∂e୩
∂H୩

൰																																																	ሺ5ሻ 

 
Let us pose  J ൌ 0, we will have: 
 
ܺ		ሺܺܧ

்ሻ	ܪ∗ ൌ  ሺ6ሻ																																																		ሻ		݀	ܺ	ሺܧ
 
That we can simplify in the form: 
 
ܴ	ܪ∗	 ൌ 		ܴௗ																																																																								ሺ7ሻ 
 
Thus: 
 
∗ܪ ൌ 	ܴ

ିଵ		ܴௗ																																																																								ሺ8ሻ 
 
More known as Wiener-Hopf  equation [6], [7] and [8]. 
By combining the equations (4) and (8), we can lead to the 
algorithm of the gradient given as follows: 
 

ାଵܪ ൌ ܪ	 െ	
1
2
	ߤ	 ൬

ܬ߲
ܪ߲

	൰																																																		ሺ9ሻ 

 
Where ߤ  represents the factor of convergence or 
adaptation step, which is a positive constant, that controls 
the rate of convergence of the algorithm. 

3. Choise of the algorithm 

The adaptive filters can be classified according to the 
choices which are made on the following criteria [9], [10]: 
 Speed of convergence. 
 Capacity to follow the non linearities of the 

system. 
 The stability and precision of the estimate of the 

parameters of the filter. 
 The Minimal Mean Square Error.(MMSE) 
 The order of the filter. 

4. Applications of the adaptive filtering 

Adaptive filtering finds its applications in various fields 
[6], [9] and [10] 
 Identification of systems. 
 The prediction. 
 Opposite modeling. 
 The interferences cancellation. 

5. The variable step adaptation LMS 

In the Least Mean Square (LMS) algorithm, the step 
adaptation is fixed (time invariant). Some is the 
coefficients of the initial vector, the algorithm converges 
and becomes stable if the factor of convergence, or the 
step adaptation, μ satisfied the relation [8]. 
 
1

௫ߣ
		 	ߤ	  	0																																																																			ሺ10ሻ 

 
Where ߣ௫  is the maximum eigen value of the 
autocorrelation matrix ܴ. 

 
Update of the step adaptation 

In order to increase the performances of the algorithm, in 
particular in a non stationary case, a recursive adaptation 
of the convergence factor becomes necessary, but while 
keeping a reasonable complexity of calculation. 
With an aim of reducing mathematical complexity, Kamal 
Meghriche [5] proposes a new iterative law of update of 
the step of convergence in two stages. 
 

Adjustable profit 

Primary signal 

Reference Signal 

Fig. 1 Transverse adaptive linear filter 

ܺ	ሺݐሻ 

െ 

 

݁ ൌ ݀ െ ܻ 

݀	ሺݐሻ 

ܻ

݄ ݄ଵ 

ܺ ܺିଵ 
Z-1 

݄ேିଵ

ܺିேାଵ
Z-

1
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ߤ 	ൌ 	
1

1
ߤ
			∑ ܺଶ	ሺ݇ െ ݅ሻே

ୀଵ

																																											ሺ11ሻ 

 
Where N represents the order of the filter, and ߤ  initial 
convergence factor. 
 
 

 
After the first N iterations of initialization, the recursive 
form of the convergence step becomes: 
 

ߤ 	ൌ ିଵߤ	 െ	
ߤ	∆

ଶ

1 	∆ߤ
																																																					ሺ12ሻ 

 
Where: 
 
∆	ൌ 	ܺଶሺ݇ሻ െ	ܺଶሺ݇ െ ܰሻ																																																		ሺ13ሻ 
 
To simplify the expression (12), we pose 
 

ߤ
′ ൌ	

1
ߤ
																																																																																	ሺ14ሻ 

 
What will lead us to the following relation: 
 
ߤ
′ ൌ	ߤିଵ

′ 	ܺଶሺ݇ሻ																																																												ሺ15ሻ 
 
After the N first iterationsሺ݇	  ܰሻ, ߤ

′  is given by: 
 
ߤ
′ ൌ	ߤିଵ

′ 	ሾܺሺ݇ሻ െ 	ܺሺ݇ െ ܰሻሿ	ሾܺሺ݇ሻ
 ܺሺ݇  ܰሻሿ																																									ሺ16ሻ 

 
Therefore, the convergence of the algorithm is satisfied if: 
 
ߤ
′ 	 	  ሺ17ሻ																																																																												௫ߣ

 
Moreover ܯ, which is the adjustment error, becomes: 
 

	ܯ ≅ 	
1

ߤ
′  ሺ18ሻ																																																																							ܴ	ݎݐ		

 
The general expression of the algorithm becomes: 

 

ە
ۖ
۔

ۖ
ۓ

	

ݕ ൌ 	ܺ
																					ܪ	்

݁ ൌ 	݀ െ	ݕ																										

ାଵܪ ൌ ܪ	 	
2

ߤ
′ 	݁	ܺ	

	 																																															ሺ19ሻ 

6. Modeling of the non linear systems via the 
Volterra series 

In this work, we will try to extend the study of the linear 
systems to the nonlinear systems via the Volterra series. 
Let us recall that a linear system is defined by the 
convolution of an input signal by a filter. 
 
 
 
 
 
 
 
 
 
The model illustrated by (20) cannot give a satisfactory 
representation of all the systems, for that, an extension to 
the nonlinear systems via the Volterra series proves to be 
necessary. 
The input/output relation of a Volterra filter, which can be 
described in the form of a multidimensional convolution 
[1] and [11], is given by [12], [13] and [14]: 
 
ሺ݇ሻݕ

ൌ  ݄ଵሺ݅ሻ	ݔሺ݇ െ ݅ሻ
ା∞

ୀି∞

   ݄ଶ

ା∞

ୀି∞

ା∞

ୀି∞

ሺ݅, ݆ሻݔሺ݇ െ ݅ሻݔሺ݇

െ ݆ሻ 																																							

    ݄ଷሺ݅, ݆, ݈ሻ
ା∞

ୀି∞

ା∞

ୀି∞

ା∞

	ୀି∞

ሺ݇ݔ െ ݅ሻݔሺ݇ െ ݆ሻݔሺ݇ െ ݈ሻ

 ⋯																																																																																															ሺ21ሻ 
 
Where ݄ଵሺ݅ሻ, ݄ଶሺ݅, ݆ሻ	, ݄ଷሺ݅, ݆, ݈ሻ, .. are the cores of Volterra 
[1], [2] and [14]. 
In the equation (21), ݄ሺ݅, ݆, ݈, . . ሻ . is the ݊ th order of the 
discrete core of Volterra [14]. 
Another representation can be found in the literature [1], 
[3], [11] and [15]. But in our study, we always base our 
self on the first model. 

 

݄ሺ݅ሻ ݔሺ݅ሻ ݕሺ݇ሻ 

Fig. 2 Representation of a convolution system. 
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ሺ݇ሻݕ

ൌ ݄   ݄ଵሺ݅ሻ	ݔሺ݇ െ ݅ሻ
ା∞

ୀି∞

   ݄ଶ

ା∞

ୀି∞

ା∞

ୀି∞

ሺ݅, ݆ሻݔሺ݇ െ ݅ሻݔሺ݇

െ ݆ሻ 																																							

    ݄ଷሺ݅, ݆, ݈ሻ
ା∞

ୀି∞

ା∞

ୀି∞

ା∞

	ୀି∞

ሺ݇ݔ െ ݅ሻݔሺ݇ െ ݆ሻݔሺ݇ െ ݈ሻ

 ⋯																																																																																															ሺ22ሻ 
 
Where ݄ is the shift term (offset term) [1]. 
One of the problems of the polynomial filters is that they 
require a great number of coefficients to characterize a 
nonlinear process. This problem can be solved by the use 
of a recursive polynomial structure which, as in the linear 
case, requires a reduced number [3]. Therefore, in the 
majority of the cases, we limit our self to the first two 
terms ݄ଵሺ݅ሻ	and	݄ଶሺ݅, ݆ሻ. 
In the case of a nonlinear Volterra filter, we would like to 
find the coefficients of the filter which minimize the Mean 
Square Error (MSE) given by the equation (23), when the 
output of the filter of Wiener is given by the equation (24). 
 

ܬ ൌ ሾ݁ଶሺ݇ሻሿܧ ൌ ܧ ቂ൫݀ሺ݇ሻ െ ሺ݇ሻ൯ݕ	
ଶ
ቃ																						ሺ23ሻ  

 
ሺ݇ሻݕ

ൌ  ݄ଵሺ݅ሻ	ݔሺ݇ െ ݅ሻ
ା∞

ୀି∞

   ݄ଶ

ା∞

ୀି∞

ା∞

ୀି∞

ሺ݅, ݆ሻݔሺ݇ െ ݅ሻݔሺ݇

െ ݆ሻ																																																																																										ሺ24ሻ 
 
Where ܬ	  is the Minimal Mean Square Error (MMSE) 
leading to the Wiener optimal solution. 
For that, we form the data vector ሺܺሻ and the coefficients 
vector ሺܪሻ, in continuation we will be able to obtain a 
compact vectorial representation (24). 
Thus we will have [12]: 
 
ଵሺ݊ሻݔ ൌ 	 ሾݔሺ݊ሻ		ݔሺ݊ െ 1ሻ	… ሺ݊ݔ					. െ ܰ  1ሻሿ	்					ሺ25. aሻ 

 
݄ଵሺ݊ሻ ൌ ሾ݄ଵሺ0ሻ	݄ଵሺ1ሻ	… . ݄ଵሺ݊ െ 1ሻሿ	்																						ሺ25. bሻ 

 
ଶሺ݊ሻݔ ൌ 	 ሾݔଶሺ݊ሻ		ݔሺ݊ሻݔሺ݊ െ 1ሻ	. . . ሺ݊ݔሺ݊ሻݔ െ ܯ െ

1ሻ…	ݔଶሺ݊ െ ܯ  1ሻ	ሿ்																																																			ሺ25. cሻ  
 

݄ଶሺ݊ሻ
ൌ 	 ሾ݄ଶሺ0,0ሻ	݄ଶሺ0,1ሻ…	݄ଶሺ1,0ሻ…	݄ଶሺܯ െ ܯ,1
െ 1ሻሿ்																																																																																	ሺ25. dሻ 
 

Where N: Is the linear core order of the filter ݄ଵ. 
      M: Is the quadratic core order of the filter ݄ଶ. 

 
While using (25), we will be able to give the two vectors 
ሺܺሻ and ሺܪሻ: 
 
ܺ ൌ 	 ሾݔଵሺ݊ሻ	்		ݔଶሺ݊ሻ	்ሿ	்																																																	ሺ26. aሻ 

 
ܪ ൌ	 ሾ݄ଵሺ݊ሻ	்		݄ଶሺ݊ሻ	்ሿ	்																																																ሺ26. bሻ 
 
The dimensions of the vectors ݔଵሺ݊ሻ ,	݄ଵሺ݊ሻ is ܮଵ ൌ ܰ  , 
and those of ݔଶሺ݊ሻ, ݄ଶሺ݊ሻ is ܮଶ ൌ ܯሺܯ  1ሻ/2. Then, the 
dimensions of ܺ and ܪ become ܮ ൌ ଵܮ    [12]. That is	ଶܮ
due to the fact that the quadratic core  ݄ଶሺ݅, ݆ሻ  is 
symmetrical [4]. 
Therefore, the vectorial form of the output of the filter will 
be given by: 
 
ሺ݇ሻݕ ൌ ܺ	்	ܪ	 ൌ  ሺ27ሻ																																																				ܪ		்	ܺ	

 
According to equations, (23) and (27), we can deduce, that 
[5]: 
 
ொܬ ൌ ሾ݀ଶሺ݇ሻሿܧ െ ܪ	்ሿ	ሾ݀ሺ݇ሻܺܧ2   ሺ28ሻ				ܪ	்ሿ	ܺ	ሾܺܧ்	ܪ

 
We proceed in the same way as in the linear case of the 
Wiener filter, the coefficients of the optimal filter are 
obtained by cancelling the gradient from ܬொ in ratio with 
the filter coefficients, which leads us, [5], with: 
 
Ըܪ ൌ ܲ																																																																																			ሺ29ሻ 
 
With   Ը ൌ .ሺ30										்ሿ	ܺ	ሾܺܧ aሻ 
And    ܲ ൌ .ሺ30										ܺሿ	ሾ݀ሺ݇ሻܧ bሻ 

 
If we divided the data vector ܺ in two parts, [12], we will 
have, [5]: 
 

ܺ ൌ 
ଵܺ

ܺଶ
൩																																																																																ሺ31ሻ 

 
Where ଵܺ  and ܺଶ  represent, respectively, the linear and 
quadratic part of the filter. 
In this case,	Ը contains the statistics of order two, three 
and four [5]. 
Thus 
 

Ը ൌ ்ሿ	ܺ	ሾܺܧ ൌ ܧ ൝
ଵܺ

ܺଶ
൩	ൣ ଵܺ

்	ܺଶ
்൧	ൡ																													ሺ32ሻ 
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Then 
 

Ը ൌ ቐ
ൣܧ ଵܺ	 ଵܺ

்൧ ൣܧ ଵܺ	ܺଶ
்൧

ଶܺൣܧ ଵܺ
்൧ ܺଶ	ଶܺൣܧ

்൧
ቑ																																									ሺ33ሻ 

 
From (33), we can deduce that [5]: 
 
 ൣܧ ଵܺ	 ଵܺ

்൧ Is a matrix from	ܰ by ܰ container 

the statistics of order two.	
 ൣܧ ଵܺ	ܺଶ

்൧ Is a matrix from ܰ by ܯሺܯ  1ሻ/2 

container the statistics of order three.	
 ܺൣܧଶ	ܺଶ

்൧ Is a matrix from ܯሺܯ  1ሻ/2 by 

ܯሺܯ  1ሻ/2 container the statistics of order 
four.	

For recall, one of the most important properties of the 
Volterra filters is that the output of the filter is linearly 
dependant compared to the parameters on the cores [1], [3] 
and [4]. Moreover, they can be interpreted as being 
multidimensional convolutions [1] and [11].	

7. Volterra adaptive filtering with variable 
step adaptation 

With an aim of improving the performances of the 
Volterra adaptive filter, we base our self on the diagram of 
figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
According to figure 3, the update of the adaptive filter 
coefficients is given by: 
 
ܪ ൌ ିଵܪ	 	  ሺ34ሻ																																																							ܺ	݁	ߤ	
 

The starting point for the determination of the adaptation 
steps of the two parts linear and quadratic, which ensure 
the convergence of the algorithm, is given by [5]: 
 

ೖߤ ൌ ೖషభߤ 
1

∑ ܺଶሺ݇ െ ݆ሻே,ெమ

ୀଵ

							݅ ൌ 1,2																				ሺ35ሻ 

 
Where  ܰ Is the linear core order . 

 .ଶ Is the quadratic core orderܯ 
 
After ܰ and ܯଶ first iterations of initialization, the steps of 
adaptation ߤଵ		 and ߤଶ  can be given, by carrying out the 
change of variable, by: 
 
ೖߤ
′ ൌ ೖషభߤ

′  ∆				݅ ൌ 1,2																																																		ሺ36ሻ 
 
Where: 
 

		∆ଵൌ ܺଶሺ݇ሻ െ ܺଶሺ݇ െ ܰ െ 1ሻ

								∆ଶൌ ܺଶሺ݇ሻ െ ܺଶሺ݇ െ ሺܯ െ 1ሻଶሻ
 

 
What leads us to the following reformulation: 
 

ାଵܪ ൌ ܪ	 	 ݁ 	

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ ଵܺೖ

ଵೖߤ
′൘

ܺଶೖ
ଶೖߤ
′൘

ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې

																																													ሺ37ሻ 

 
Since ߤଵೖ

′ ൌ 1 ଵೖൗߤ  is the filter linear part adaptation step, 

therefore, the determination of the conditions of 
convergence is the same one as that of the LMS with a 
fixed adaptation step [5]: 
 

0 ൏ ଵ಼ߤ ൏
1
ଵ಼ߣ

																																																																						ሺ38ሻ 

 
For the determination of the nonlinear part convergence 
conditions, we proceed as follows: 
From the equation (37), it results: 
 

ାଵܪ െ ܪ ൌ 		 ݁ 	

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ ଵܺೖ

ଵೖߤ
′൘

ܺଶೖ
ଶೖߤ
′൘

ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې

																																													ሺ39ሻ 

 
 
 

Binary Signal Pseudo 
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Gaussian Additive 
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Fig. 3 Equalization of a numerical channel using Higher 

Order Statistics (HOS). 
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What can lead to the following equation: 
 
࣫
்ሺܪାଵ െ ሻܪ ൌ ݁࣫

்࣫																																																ሺ40ሻ 
 

Where ܶ is the transposed operator. 
 

࣫ ൌ 	

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ ଵܺೖ

ଵೖߤ
′൘

ܺଶೖ
ଶೖߤ
′൘

ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې

																																																																			ሺ41ሻ 

 
While posing ߙ	 ൌ 	࣫

்	࣫   and  ߚ ൌ 	࣫ାଵ
் 	࣫ାଵ	  , (40) 

becomes: 
 

݁	 ൌ 	
࣫
்ሺܪ െ ିଵሻܪ

ߙ
																																																								ሺ42ሻ 

 
According to the same reasoning, we can obtain (43): 
 

݁ାଵ	 ൌ 	
࣫ାଵ
் ሺܪାଵ െ ሻܪ

ߚ
																																																ሺ43ሻ 

Since the input signal, Binary Signal Pseudo Random 
(BSPR), is limited, and by applying the Milosavljević 
condition of convergence [16]: 
 
ሺܵାଵ െ ܵሻܵ ൏ 0																																																															ሺ44ሻ 
 
By making the change of variable according to: 

ܵ ൌ ݁
்݁  and  ܵାଵ ൌ ݁ାଵ

் ݁ାଵ 
 
We will have: 
 

൜
1
ଶߚ
ሾሺܪାଵ െ ࣫ାଵ	࣫ାଵ	ሻ்ܪ

் ሺܪାଵ െ ሻሿܪ

െ
1
ଶߙ

ሾሺܪ െ ࣫	࣫	ିଵሻ்ܪ
்ሺܪ

െ  ିଵሻሿൠܪ

ቄ
ଵ

ఈమ
ሾሺܪ െ ࣫	࣫	ିଵሻ்ܪ

்ሺܪ െ ିଵሻሿቅܪ ൏ 0									ሺ45ሻ  
 
While writing: 
 

൬
Гଵ
ଶߚ

െ
Гଶ
ଶߙ
൰
Гଶ
ଶߙ

൏ 0																																																																ሺ46ሻ 

 
Where: 
 
Гଵ ൌ ሺܪାଵ െ ࣫ାଵ	࣫ାଵ	ሻ்ܪ

் ሺܪାଵ െ   ሻܪ
Гଶ ൌ ሺܪ െ ࣫	࣫	ିଵሻ்ܪ

்ሺܪ െ  ିଵሻܪ
 

Then, to have the convergence of the algorithm, it is 

enough to pose  Гଵ ൏
ఉమ

ఈమ
Гଶ  , which carries out us to  

ଶߤ
′  ′ଵߤ  

 
Thus: 
 
ଶߤ ൏  ሺ47ሻ																																																																																			ଵߤ
 
Finally, to have the algorithm convergence, it is enough to 
have the initial value of the adaptation step of the 
nonlinear part lower than that of the linear part. 

8. Acoustic echo cancellation 

Acoustic echo is a problem encountered in 
telecommunication, in particular in the applications of 
teleconference. The echo comes from the passage of the 
signal sent through a channel, for example a room, in the 
case of telephony free hands. Therefore, the echo is the 
phenomenon in which a delayed and distorted version of a 
sound is reflected and returned towards the source [17]. It 
is thus, desirable to be able to eliminate this echo at the 
reception from the signal. This is made possible using 
adaptive filtering. 

 

Principle of the acoustic echo cancellation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Principle of the acoustic echo cancellation 
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The diagram Fig. 4, [17], represents a traditional system of 
echo cancellation in a communication system (telephone 
free hands, teleconference, …). 
Let us consider, therefore, two interlocutors A and B, the 
first being to imagine on the right of the Figure, in front of 
the microphone, and the second on the left side, at the 
other end of the transmission channel and in a symmetrical 
environment with that of A. If we places as regards 
interlocutor A, this last is at the origin of an audio signal 
 ሺ݊ሻ who additively mixes by the microphone to an audioݖ
disturbing signal ݀ሺ݊ሻ, coming from the high speaker of 
the telephone, and of which the origin is essentially to find 
in acoustic information collected by the microphone in 
front of which speaks the speaker B. This disturbing signal 
is called echo because if it is turned over via the 
communication channel, the speaker B will get along 
indeed in echo. 
 

Obtained results 
The aim of this part is to put forward the performances of 
our filter in the acoustic echo cancellation. For that, the 
diagram of figure 5 is retained [17]. 
In figure 5, we finds the speech useful signal ݏሺ݊ሻ, as well 
as the echo signal ݒሺ݊ሻ, which is the filtered version of the 
speech signal of the remote speaker ݔሺ݊ሻ by the unknown 
way, which is added to form signal yሺ݊ሻ . Signal ݔሺ݊ሻ 
forms, also, the excitation of the main road. Therefore, to 
eliminate the noise ݒሺ݊ሻ , the nonlinear Volterra filter, 
must identify the unknown way as well as possible to find 
at exit of our system a speech signal nearest possible to the 
useful signal ݏሺ݊ሻ. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 represents desired signal and Output signal of the 
adaptive filter It is noticed that the evolution of the output 
signal of the filter follows perfectly that of the desired 
signal. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 represents the comparaison between desired signal 
and output signal of the adaptive filter. It is noticed that 
the evolution of the output signal of the filter follows 
perfectly that of the desired signal, even if there is a light 
going beyond. 

 ሺ݊ሻݔ

 ሺ݊ሻݑ

 ሺ݊ሻݒ

݁ሺ݊ሻ

ሺ݊ሻݏ

ሺ݊ሻݕ ൌ ሺ݊ሻݏ   ሺ݊ሻߥ
 

Fig. 5 modeling of the adaptive echo cancellation 
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Fig. 6 Desired signal and Output signal of the adaptive filter 
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9. Conclusions 

In this work, we saw an outline on adaptive filtering and 
the various selection criteria of the algorithm like its cases 
of applications. Then, a study of the Least Mean Squares 
(LMS) algorithm was made, while giving a version of 
variable step adaptation. 
 
An extension of the linear case to nonlinear case of the 
adaptive filters is possible, by using Higher Order 
Statistics (HOS) and the Volterra series, by keeping, 
relatively, a mathematical simplicity of calculation. 

An application of the nonlinear Volterra filter with 
variable step adaptation, with real speech signal, for 
cancellation of acoustic echo, showed the capacity of this 
last to identify the various sources of disturbance. 
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