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Abstract 
 
Classification of objects in video stream is important because of 
its application in many emerging areas such as visual 
surveillance, content based video retrieval and indexing etc. The 
task is far more challenging because the video data is of heavy 
and highly variable nature. The processing of video data is 
required to be in real-time. This paper presents a multiclass object 
classification technique using machine learning approach. Haar-
like features are used for training the classifier. The feature 
calculation is performed using Integral Image representation and 
we train the classifier offline using a Stage-wise Additive 
Modeling using a Multiclass Exponential loss function 
(SAMME). The validity of the method has been verified from the 
implementation of a real-time human-car detector. Experimental 
results show that the proposed method can accurately classify 
objects, in video, into their respective classes. The proposed 
object classifier works well in outdoor environment in presence 
of moderate lighting conditions and variable scene background. 
The proposed technique is compared, with other object 
classification techniques, based on various performance 
parameters. 
 
Keywords: Object Classification, Machine Learning, Real-time 
Video Processing, Visual Surveillance. 

1. Introduction 

Object classification is an important step in object 
detection [1], object activity recognition[2], content based 
video retrieval, visual surveillance[3], etc. Object 
classification techniques can be categorized primarily into 
two groups; Shape-based object classification [3-5] and 
Motion-based object classification [6-8]. The concept of 
Machine Learning can be used for classification and the 
training in such classification system is either based on 
pixels or features. The feature-based approaches are 

preferred over pixel-based approaches, for object 
classification task, because encoding of ad-hoc domain 
knowledge using features is easier and it is difficult to train 
finite quantity of data using pixels [1]. Moreover, the 
feature-based object classification methods are better than 
the pixel-based methods in terms of speed. Haar-like 
features have been used, in synergy with different training 
techniques, for creating machine learning based classifiers 
[10-11]. Sialat et al.[10], in their pedestrian detection 
system, used Haar-like features along with the decision 
tree. A versatile object recognition technique has been 
proposed in [11], using multi-axial Haar-like features and a 
compact cascaded classifier. Viola et al.[1] also used the 
modified reminiscent of Haar-basis functions [12], for 
accomplishing object detection task. 
The number of available features, for training the 
classifier, may be considerably high.  Not all the features 
have equal importance, therefore some sort of mechanism 
is used to extract those features which are more important 
from classification point of view. Boosting combines 
different weak classifiers to form highly accurate 
predictors [13]. According to [14] AdaBoost is the best 
available binary classifier. Viola and Jones [1] proposed an 
object detection framework based on Haar-like features 
and AdaBoost, and used this framework for detecting the 
frontal human faces in real-time. One notable contribution, 
of the work of Viola et al.[1], was the concept of Integral 
Image, for fast extraction of Haar-like features. Since they 
have only two classes in their face detection case: Human 
and Non-Human. So they used AdaBoost for fast training 
of features. AdaBoost has a serious limitation that it can 
only be used to solve binary classification problem. 
AdaBoost requires that the accuracy of constituent 
classifiers be more than 50%. This condition, in AdaBoost, 
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is not easy to fulfill in case if number of the classes, in 
classifier, exceeds two. 
This paper proposes a multiclass object classification 
technique based on Haar-like features and uses a Stage-
wise Additive Modeling using a Multiclass Exponential 
loss function (SAMME) [13]. SAMME was originally 
used to classify the chemical data into multiple classes in 
[13]. This paper reports the classification results, obtained 
by the application of SAMME on image data. We use 
Integral Image representation, for fast feature evaluation 
and then multiple weak classifiers are trained using 
SAMME. The observation weights, associated with the 
feature points, are changed depending on their accuracy of 
classification during training process. Finally, the 
classifiers are linearly combined to form a strong classifier. 
The rest of the paper is organized as follows: Section 2 
explains the multiclass boosting of classifier training, 
Section 3 describes the methodology of the proposed 
object classification technique, experimental results have 
been described in Section 4 and conclusions are given in 
Section 5. 
 
2. Multiclass Boosting of Classifier Training 
 

Objective of classification is to distribute the input vector 
(like feature points) into a set of K classes Ck , where 
k=1,…K-1. These classes are disjoint so that ,each vector 
point  x can be assigned to one and only one class. 
Boosting is an approach, used to improve the performance 
of classifier-training. Using boosting, the weak classifiers 
are trained sequentially and are finally merged, to form a 
classifier with adequate confidence of performance. A 
weight is assigned to every feature-point, to be classified, 
before classification. The feature points gain or lose 
weights during this process. Points, which are classified 
with error, gain weight and the points, which are correctly 
classified, lose weight. Points, with the higher weight 
value, seek more attention in the next level of 
classification, in order to classify them in the right classes. 
There are various classifiers [13- 15] available, which are 
created using this approach. AdaBoost [15] is a good 
approach for binary classification and there are two 
requirements associated with the classifiers in the 
AdaBoost- (i) the classifier must have an accuracy greater 
than 50% and (ii) the classifiers should be capable of 
representing the weighted data points. For the first 
condition, if the achieved accuracy is exactly 50% then 
distribution weights will not be updated. if the accuracy is 
less than 50% then the updation of distribution weights 
will take place in opposite direction. For binary 
classification, the random accuracy of classification of a 
feature point, in one of the two classes, should be at least 
50% [15]. The second condition can be bypassed easily if 
the samples are taken from the training data set with 
replacement according to the weight distribution and then 

passing to the component classifier. Suppose we try to use 
AdaBoost with a multiclass classifier, having three classes, 
then random accuracy will be 33.33%, which violates the 
first requirement for the use of AdaBoost. This constraint 
can be solved using two popular approaches [16]- (i) one-
against-all and (ii) one-against-one. In case of one-
against-all approach a separate model for each class is 
trained to distinguish the samples of that class from the 
samples of the remaining classes. For a data point to be 
classified using one-against-all approach, the class which 
gets the highest class prediction from the probabilistic 
binary classifiers, is assigned for that data point. In case of 
one-against-one approach, a classification model for each 
pair of classes is created. If the number of classes are K 
then there will be K(K-1) such models. Here, the class for 
a data point is decided by the voting classifiers in 
ensemble. The performance of such model based 
approaches is hampered by the management of models. 
Multiple models cause the processing speed to slow down. 
Therefore these approaches are not efficient options, to be 
used, for real-time visual surveillance applications. The 
problem of multiclass boosting can be solved by 
transforming it into several two-class problems. The 
general approach based on this concept is called Error-
Correcting Output Coding (ECOC) [17]. ECOC is a 
method of making the most of the transformation of the 
multiclass problem into several binary problems. A simple 
ECOC method is known as Hamming Encoding. The 
problem of multiclass boosting of classifiers can be nicely 
solved with the SAMME [13], without creating any extra 
model and experimental results show that the execution 
speed is at par with binary AdaBoost based methods. 
 
3. The Proposed Method 
 

In proposed technique, the Integral Image representation is 
used for fast feature evaluation and boosting of cascaded 
classifiers is performed using SAMME. A more robust 
classifier is created by linearly combining the multiple 
weak classifiers. For experimentation, we consider three 
classes: Human, Car and Non-Human-Car. After classifier 
training, the objects, in the video, are classified into 
Human and Car classes. The proposed method has 
following steps: 
 
3.1 Sample collection 

The sample images for training the classifier are collected 
first. We have collected images for three classes- humans, 
cars and images which belong neither of these two from 
our own captured images and images from standard 
datasets like CalTek101, MIT-CMU datasets. We have  
created our own data set which consists of 4,000 images of 
humans, 3,500 images of cars and 5,000 images which are 
neither humans nor cars. These images were resized to 
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dimension 60x60 that they consist of only one object per 
image. This was performed in order to make the classifier 
learn more domain information from small number of 
images and this helps to improve the accuracy of the 
classifier. 
 
3.2 Integral Image and Haar-basis function 

We use simple Haar-like features which are reminiscent of 
Haar-basis functions as used in[1].  The use, of features 
instead of pixels, makes the classifier system work faster 
and helps in encoding the domain knowledge with finite 
quantity of data. We use three types of features- two-
rectangle feature, three-rectangle feature, and four-
rectangle feature. The Difference, between sums of pixels, 
gives the value of two-rectangle feature. The regions are 
horizontally or vertically adjacent and have the same size 
and shape (shown in Fig.1). A three-rectangle feature is 
used to compute the sum within two outside rectangles, 
subtracted from the sum in a center rectangle and a four-
rectangle feature computes the difference between 
diagonal pairs of rectangles. 

 
Fig1: Rectangle features 

 

 
Fig2: Integral Image 

 
The number of features, in a small detection window, can 
be considerably very high. For example, a base detection 
window of size 25x25 contains more than 200,000 such 
rectangle features. This huge number of features is very 
difficult to compute. To speed up this Computation 
process, we use Integral Image representation originally 
proposed by Viola et al. [1]. The Integral Image, ( , )ii   , 

shown in Fig.2, at location ( , )  contains the sum of all 

pixels above and left of ( , )   and can be computed in a 

single pass over image using the following pair of 
equations. 

( , ) ( , 1) ( , )   i        (1)
( , ) ( 1, ) ( , )  ii ii             (2) 

where, ( , )   is the cumulative row sum and ( , )i    is 

the original image. 
 
3.3 Multiclass boosting with SAMME 

We use Stage-wise Additive Modeling using a Multiclass 
Exponential loss function (SAMME) [13] for boosting the 
cascade of multiclass classifiers. Viola et al.[1] used binary 
AdaBoost for their face detection system which fails in 
case of multiclass classification because of certain 
constraints over classifier’s accuracy. The proposed 
method has three classes of classification and a modified 
AdaBoost is used for this. SAMME is an extension of 
AdaBoost with a modification. The key for applying 
SAMME for multiclass problem is that the component 
classifiers are no longer required to achieve an accuracy 
greater than 50%, but instead need only it to be better than 
random guessing. Suppose we are given a set of training 
data  1 1{( , ),....( , )}n nc c  , where the input vector  i Є 

Rp, and the ci  qualitatively  assumes values in a finite set 
{1,2,…,K} where K is the number of classes. The training 
data are independently and identically distributed samples 
from an unknown probability distribution. The goal is to 
find a classification rule  ( ) from the given training 

data, so that for a given new   , we can assign it to  a 
class label c from {1,…,K}. A complete SAMME 
multiclass boosting algorithm is given as below- 
 

SAMME Multiclass Boosting Algorithm 
 

   is vector of observation weights and    is the 
vector length 

 M is the number of stages in classifier. 
 ( )   denotes a weak classifier 

 ( )  denotes the final classifier, created using the 

linear combination of many weak classifiers 

 m  is the score assigned to mth classifier. 

1. Initialize the observation weights i =
1


 , 

i=1,2,………, . 
2. For m =1 to M  

(a) Fit a classifier ( )( )m   to the training data 

using weights i  
 

(b) Compute the misclassification error rate as, 
(c) Compute 
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( )

log
1

log ( 1)


 
m

m

m

err

r
K

er


  (3) 
 

(d)   Set    ( ).exp( ( ( )))  m m
i i i ic    (4) 

   for i=1,2,….., . 
 

(e) Re-normalize the value of i  

3. Output 
 

1
( ) a rg m ax ( ( ) )


   

M m m

k m
k   

(5) 

Here, weak classifiers are linearly combined to 

form a strong classifier. 

4. End 

The above boosting algorithm is similar to AdaBoost but 
with a small but crucial difference in Eq. 3. The term 
log(K-1) has been added in the equation. From this term, it 
is evident that at K=2, SAMME reduces to AdaBoost but 
in multiclass case (K>2) the term log(K-1) is critical. One 
of the benefits is that for ηm to be positive, we just need 
have (1-err(m))>1/K or the accuracy of each classifier to 
be better than the random accuracy rather than  50%. In the 
present case, we have three classes- Human, Car and Non-
Human-Car. Here, the accuracy of the weak classifiers 
needs to be only more than 33.33%, rather than being more 
than 50%. SAMME behaves as the forward stage-wise 
additive modeling for multiclass classification case. 
 
4.  Experimental results 

 
The proposed object classification technique has been 
tested on several videos, captured in real outdoor 
environment. The results, with one such representative 
video, are given in Fig.3 using the proposed approach. In 
these results, red windows are used for classifying the 
human objects and blue windows are used to classify the 
cars. Fig.3 shows the object classification results with 
natural lighting conditions. 
 
One can observe from the results presented in Fig. 3 that 
there are three human objects and one car in the video. The 
video was shot at a frame resolution of 640×480 and frame 
rate of 20 frames per second. The video consists of total 
1600 frames and we have posted results at difference of 25 
frames. In the starting of video the humans start moving 
towards camera and later on occupy the random motion 
paths. The car shown in the video has been parked and 
does not move in video. The proposed technique is capable 
of handling the partial inter-class and intra-class 
occlusions. Video frames no. 50, 225, 250 and 275 have 

the partial human to human occlusion and frames no. 1025, 
1050 and 1400 show the occlusion between car and 
human. The proposed method classifies the objects even in 
these frames accurately and in case of full occlusion 
proposed method has the capability of resuming quickly. 
As it is clear from the results given in Fig.3 that the human 
objects have the varying poses of their bodies as they move 
in the video in appearing in all the possible natural poses. 
Moreover, they acquire various views like frontal, side and 
back to the camera. Also, their speed of movement varies. 
Unlike various existing classification methods, the 
proposed method classifies the various objects accurately 
irrespective of their views of appearance. 
 
Many existing object classification schemes require the 
lighting conditions to be good in the video and can work 
only in presence of the statically good light. But from 
practical point of view it is not desirable. As in case of 
visual surveillance the videos are captured in the outdoor 
environment and fluctuations in the lighting are 
unavoidable. The classification results using proposed 
technique in poor lighting condition are given in Fig. 4. 
The video for this experiment was shot in evening at 
University of Allahabad campus. The resolution of video 
frames is 640×480 and was shot at frame rate of 20 frames 
per second. The video consists of a total 800 frames. The 
classification results with this video are given below 
starting from frame number 25 to frame number 800 at a 
difference of 25 frames. It can be observed that in the 
video three humans and one car appear. Humans are 
walking in the random directions. Car has been parked and 
does not move. The humans while walking cause occlusion 
within themselves and with car. Frames 250 and 675 show 
the partial occlusion between humans where one human is 
partially occluded from another. Frames 625, 650, 725, 
750, 775 and 800 show the occlusion between car and 
human. In frame number 625 and 650, one human object 
occludes the car while in frame number 725, 750, 775 and 
800 two humans appear before car and occlude it. It is 
evident from the results that the proposed technique 
accurately classifies the objects in all the aforementioned 
frames also. 
 
We have tested the proposed method on several other 
realistic videos shot in outdoor environment. The average 
execution speed on these videos has been observed as 23 
frames per second. The detection accuracy of the proposed 
classifier system has been estimated in our experiments 
between 91% and 98%. The tradeoff between the accuracy 
and the execution speed can be customized easily 
depending upon the user’s requirement. The execution 
speed can be increased by slightly decreasing the detection 
accuracy and the detection accuracy can be increased by a 
slight decrement in execution speed. 
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.     
frame  25                         frame 50 

     
frame 75                           frame 100 

     
frame 125                           frame 150 

     
frame 175                           frame 200 

     
frame 225                           frame 250 

    
frame 275                           frame 300 

  
frame 325                           frame 350 

    
frame 375                            frame 400 

    
frame 425                           frame 450 

    
frame 475                           frame 500 
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frame 475                           frame 500 

     
frame 525                           frame 550 

     
frame 575                           frame 600 

     
frame 625                           frame 650 

     
 frame 675                            frame 700 

 

    
frame 725                           frame 750 

    
frame 775                           frame 800 

    
frame 825                           frame 850 

    
frame 875                     frame 900 

    
frame 925                    frame 950 
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frame 975                     frame 1000 

     
frame 1025                     frame 1050 

     
frame 1175                     frame 1200 

     
frame 1225                     frame 1250 

     
frame 1275                     frame 1300 

    
frame 1325                     frame 1350 

    
frame 1475                     frame 1500 

    
frame 1525                     frame 1550 

    
frame 1575                 frame 1600 

Fig. 3: Object classification with the proposed technique in normal 
lighting condition. 

 

 
 
 

The operation of the proposed method has also been tested 
with the implementation of a real world system. The 
system was kept under test operation for 60 hours 
continuously. The system was configured with a single 
mounted camera. The system processed the captured video 
stream in real-time without any time delay. Object 
classification produced adequately accurate results.   
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4.1 Comparison of object classification methods 

We compare the proposed method of object classification 
with various other existing state-of-the-art methods. This 
comparison is shown in table 1. Chosen parameters for 
comparison are: number of classes, number of training 
samples, object classification accuracy, processing speed, 
method used for feature extraction and machine learning 
algorithm used for classifier-training. This performance 
statistics has been observed on the uniform hardware set 
up. The performance of the proposed technique is 
comparable to other existing techniques. The peak 
detection accuracy of our method is 98% which is more 
than the peak accuracy of the object classification methods 
[19-22]. It can be observed from the table 1 that the 
computational speed is also comparable to the other 
methods. The proposed method has computational speed of 
25 frames per second which is good enough for real-time 
processing of video frames. 
 
Object classification is a very crucial step towards object 
activity recognition and behavior prediction. If done 
accurately then it can considerably improve the quality and 
accuracy of the various applications such as in monitoring 
and visual surveillance systems, content based video 
retrieval and indexing, access control to restricted areas 
and crowd flux analysis. Machine learning based 
approaches for object classification are gaining much 
popularity compare to the other approaches of object 
classification methods. This is because of that a huge 
amount of unannotated training data is readily available for 
the unsupervised training of these systems.  
 
Also, various standard annotated training sets are available 
including a range of object classes in order to facilitate the 
supervised training of the system as well. The 
customizable applications for this purpose have started 
appearing which include training data set as well a user 
friendly kit to train with that data set. Generally, these 
types of kits are able to detect only a very few number of 
object classes. Majority of them can only recognize 
(distinguish) only one class of object. Generally these 
systems are known as object detectors (contrast with object 
classifiers) and are able to detect, generally, only a single 
type of objects out of various types of objects such as 
human detector, car detector, cow detector etc. These 
detector systems may also be trained to detect some special 
part of an object instead of recognizing the object as a 
whole e.g. Viola et al.[1] developed a human face detector 
system which was capable of tagging the human faces in 
an image. The system is slower and takes much time to 
detect the faces. Sun et al.[20] also detected the vehicles 
using their vehicle detector system. This system is even 
slower than the system of Viola et al. 

Table1:  Comparison of the proposed method with other existing methods 
for object classification 

 

Method 
Name 

Criteria for Evaluation 

Number 
of 
Classes 
and 
Training 
Samples 

Accuracy Speed 

Method 
used for 
Feature 
Extraction 

Machine 
Learning 
Algorithm 
used 

Kato et 
al. [19] 

2 Classes: 
5000 
Vehicle 
and 5000 
Non-
Vehicle 
samples to 
train 

 
89.0% to 
96.0% 

 
0.5- 1.7 
Sec per 
Frame 

 
Not 
Specified 

 
MC-MQDF 
- Linear 
Classifier 

Sun et al. 
[20] 

 
2 Classes: 
2500 
Vehicle, 
2500 
Non-
Vehicle 
Samples 
to train 

88.9% to 
96.4% 

 
1.0-2.0 
Sec per 
Frame 
 

PCA, 
Wavelet, 
Gabor 
Features 

 
Neural 
Networks 
& 
Support 
Vector 
Machines 

 
Viola et 
al. [1] 

 
2 classes: 
2000 Face 
and 3000. 
Non-Face 
\Samples to 
train 

78.3% to 
98% 

 
0.07-
0.5 Sec 
per 
Frame 
 

 
Haar-like 
features 

 
AdaBoost 
 

Opelt et 
al. [21] 

3 Classes: 
450 
Person, 
350 Bike 
250 Non 
Bike / 
Person 
Samples to 
train 

 
65.0 to 
83.5% 

 
2.1-3.0 
Sec per 
Frame 

 
Intensity 
Moments, 
SIFTs 

 
AdaBoost 

 
Proposed 
Method 

3 classes: 
4000 
Human, 
3500 Car 
and 5000 
Non- 
Car/Human 
Samples to 
train 

 
91.6% - 
98.3% 

 
0.01 - 
0.05Sec 
per 
Frame 
 

 
Haar-like 
Features 

 
SAMME 

 

 
 

5. Conclusions 
 

A real-time multi object classification approach has been 
proposed in this paper. The approach first trains a 
multiclass classifier using Haar-like features and SAMME 
boosting strategy. The concept of Integral Image is used 
for fast feature evaluation. The proposed technique is a 
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good substitute for AdaBoost and can work beyond the 
limitations of AdaBoost in multiclass environment. 
The proposed method has a peak detection accuracy of 
98.30% and it can process 25 frames per second. The 
comparison, with various other existing object 
classification methods, proves the novelty of the method. 
Experimental results show that the proposed technique 
works fine even in poor lighting conditions and in the 
presence of partial occlusion. 
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