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Abstract 

The traffic characteristics of real-time and non real-time 
applications require a certain Quality of Service (QoS) from the 
Internet in terms of bandwidth, delay, packet loss, fairness and 
jitter. However, most of the current Active Queue Management 
(AQM) algorithms at the internet routers do not guarantee QoS 
for real time traffics such as video and audio. This is because; 
most of the algorithms handle different packets of different 
traffics by the same strategy. In this paper, we propose a new 
AQM strategy to guarantee QoS for real time traffics. The 
proposed strategy uses three queues at the internet routers, each 
of which handles a single class of traffic. Where, the arriving 
packets are queued according to their class type. Additionally, 
the queued packets are scheduled according to a predefined 
weight. The proposed algorithm is evaluated and compared with 
the most recent algorithms by using the Network simulator NS-2. 
 
Keywords: Active Queue Management, Packet Scheduling, QoS, 

Multimedia, Congestion Control  

1. Introduction 

In the past few years, the Internet is moving from 
traditional data communication network for transferring 
text-based messages such as file transfer (FTP), email and 
web browsing, to an underlying communication network 
for multimedia applications such as IP telephony, 
interactive video conferencing, video on demand and 
online games. However, with the increasing volume of 
traffic from both traditional and multimedia applications, a 
serious problem, called congestion collapse, arises [1]. 
This problem leads to performance degradation 
particularly for real-time applications. 
 
Over years, continuous efforts are being done and several 
congestion control mechanisms are being developed to 
avoid this problem. The congestion control methodologies 
can be categorized into End-to-End protocols and Active 

Queue Management (AQM) algorithms. The End-to-End 
congestion control protocols are implemented at the end 
systems based on the Transmission Control Protocol 
(TCP) [2]. The end system's TCP protocol adjusts its 
sending rate by adjusting its window size using Additive 
Increase and Multiplicative Decrease (AIMD) method 
according to the signaled congestion (e.g. packet loss). 
Several algorithms to the End-to-End congestion control 
are investigated and evaluated in [3].  
On the other hand, the Active Queue Management (AQM) 
algorithms are implemented at the internet routers, 
wherein a router signals impending congestion by 
dropping packets.  Queues are used in routers to absorb 
transient bursts in incoming packet rates, allowing the 
router sufficient time for packet transmission. When the 
incoming packet rate is consistently higher than the 
router’s outgoing packet rate, the queue size will increase, 
eventually exceeding available buffer space. When the 
buffer is full, some packets must be dropped. The most 
well-known active queue management mechanism is 
Random Early Detection (RED) [4]. RED operates based 
on an average queue length that is calculated using an 
exponential weighted average of the instantaneous queue 
length. It uses the weighted-average queue size and 
thresholds to detect impending congestion, and randomly 
drops incoming packets as the average queue size exceeds 
a minimum threshold. RED drops packets with a 
probability depending on the average length of the queue. 
The drop probability increases from 0 to a maximum drop 
probability as the average queue size increases from a 
minimum threshold to the maximum threshold. If the 
average queue size goes above the maximum threshold, all 
packets are dropped. 
The RED was developed to keep the average queue size 
small, increase throughput, reduce burst loss and global 
synchronization. However, it is known that RED’s 
effectiveness is heavily dependent on the setting of its 
control parameters. Moreover, the average queue length of 
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RED in steady state depends on the number of active TCP 
connections. Some of the difficulties in RED configuration 
are explained in [5]. Several variants of RED have been 
proposed to address the performance problems of RED. 
These variants are; Fair Random Early Drop (FRED) [6], 
Stabilized RED (SRED) [7], Gentle RED (GRED) [8], 
DS-RED [9], CHOCKe [10], Dynamic-RED (DRED) 
[11], Adaptive RED [12], MRED [13], Random Early 
Mark (REM) [14], Green [15], Blue [16], PD-RED [17], 
LRED [18], HRED [19], ARED [20] and AutoRED [21] 
and Adaptive CHOKe [22]. Classification and 
performance evaluation of the different variants of the 
AQM schemes are presented in [23]. 
Although many variants were developed, the current 
Internet only provides best-effort service for non-real-time 
traffics. But, it does not guarantee quality of service (QoS) 
for multimedia or real-time traffics [24-26]. This paper 
presents a new strategy to the RED AQM in order to 
guarantee quality of service (QoS) for the real-time 
traffics. The approach uses three queues each of which 
handles a single class of traffic: video, audio or data. The 
queued packets are then scheduled according to a 
predefined static weight. The proposed strategy is 
investigated and compared with the RED AQM by using 
the network simulator NS-2 [27-29].  
The rest of this paper is organized as follows. Section 2 
describes the problem in some details. A description of the 
proposed algorithm is presented in Section 3. Section 4 
presents the simulation result that showing the effect of 
the proposed approach on the throughput, delay and 
packet loss of different traffics. Section 5 summarizes our 
conclusions and future work. 

2. Problem Definition 

Multimedia applications have different performance 
constraints than do traditional applications. Traditional 
applications are very sensitive to lost packets. Multimedia 
applications, on the other hand, can tolerate some data 
loss, but are very sensitive to variance in packet delivery, 
called jitter. In the absence of jitter and packet loss, video 
frames can be played as they are received, resulting in a 
smooth play-out. However, in the presence of jitter, the 
user would see the frozen image of the most recently 
delivered frame until the tardy frame arrived. The tardy 
frame would then be played only briefly in order to 
preserve the timing for the subsequent frame.  
The Active Queue Management (AQM) algorithms 
control packet loss by Early Congestion Notification 
(ECN) marks to signal congestion. It requires that the end-
hosts recognize dropped packets and respond by 
retransmitting the dropped packets and reducing their rate 
of transmission. In the Internet, TCP recognizes packet 
loss as an indicator of network congestion, and reduces 

transmission rate. Hence, to date, active queue 
management appears promising since by far the 
predominant transport protocol on the Internet is TCP.  
Traditional applications use TCP to guarantee that lost 
packets are retransmitted. Unfortunately, detecting and 
retransmitting lost packets causes considerable jitter, 
making TCP unattractive to multimedia applications. So, 
most non-TCP flows (real time traffics) use User 
Datagram Protocol (UDP) without employing end-to-end 
flow and congestion control. But, UDP get an unfair share 
of network bandwidth when there is congestion. This 
unfairness occurs because many non-TCP flows do not 
reduce transmission rates while the TCP flows are forced 
to transmit data at their minimum rates. Even worse, 
typical active queue management policies apply the same 
drop rate to each flow. Thus, when UDP coexists with 
TCP, it induces not only a congestion collapse problem 
but also an unfairness problem that each flow cannot get 
the same treatment, causing an unstable Internet and lower 
link utilization. In this paper, we propose an approach to 
the RED-AQM to give equal importance to both the 
throughput and delay requirements of an application. 

3. Proposed Algorithm 

The main idea of the proposed algorithm is illustrated in 
Figure 1. As shown in the figure, three queues are used in 
the Internet router to queue packets that arrive from 
different sources, where each queue is assigned a single 
type of traffic. Packets from different sources are first 
arrived at a classifier which discriminates between 
different types of traffics. The classifier has to distinguish 
packets belonging to a traffic type via a certain field in the 
packet header. As shown in Figure 1, video traffic is 
classified as high priority flow and inserted into the first 
queue, audio traffic is classified as medium priority flow 
and inserted into the second queue, and other flows is 
classified as low priority flows and inserted into the third 
queue. 

  

Figure 1: Illustration of Proposed Algorithm 
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The problem now is how to serve different packets that are 
queued in the different queues. The simplest solution is the 
priority based scheduling, where packets in different 
queues are served with different priorities. In other words, 
packets in higher priority queues are served first and other 
packets from a certain queue are scheduled only if the 
higher priority queues are empty. In addition, with each 
priority queue, packets are scheduled in FIFO strategy. 
This method would significantly reduce the delay of the 
high priority packets (delay sensitive or real-time traffics 
such as video and audio). However, if the amount of high 
priority traffic is excessive, the low priority queue may not 
get any service until the high priority traffic is completely 
served. In this case, the queues allocated to lower priority 
traffic (not delay sensitive or non real-time traffics such as 
FTP and Mail) may overflow. As a result, the low priority 
traffic may experience a large delay or, in the worst case, a 
complete resource starvation. 
 
To prevent resource starvation, the service rate of the high 
priority traffic should be limited. In the proposed 
approach, each type of traffic is queued in a separate 
queue and the ratio of service for each type is determined. 
In other words, a weight is assigned to each queue and 
packets are scheduled according to the predefined weight. 
For example, the service ratio may be 3:2:1; this means 
that three packets are served from high priority video 
traffic, two packets are served from medium priority audio 
traffic and one packet is served from low priority traffic 
(traditional data). The main advantage of this strategy is to 
allow TCP sources to utilize the available bandwidth 
efficiently after the high priority traffics consume their 
available capacity. Indeed, critical time applications 
overcome the end-to-end latency because they can be 
served with higher priority. In the proposed approach the 
service ratio is 1:1:1. 

4. Simulation Results 

The proposed strategy is coded in C++ and incorporated 
into the Network Simulator NS-2 to be used as an AQM 
scheme in the router. Additionally, the performance of the 
proposed algorithm is evaluated and compared with the 
RED AQM for handling real time video and audio traffics.  

4.1. Simulation Environment 

Our design and implementation are carried out in NS-2 
[27-29]. It is a popular Wide Area Network simulator 
developed at the University of California, Berkeley but 
used by many others for a wide variety of network 
research. NS supports most of the common IP network 
components, including TCP (Tahoe, Reno and Vegas) and 
UDP transport agents, and several queue management 

mechanisms, including RED. Unfortunately, NS-2 
considerably lacks support for multimedia applications, 
only providing a basic mechanism to build Constant Bit 
Rate (CBR) media streams. NS does not support streaming 
Variable Bit Rate (VBR) multimedia, such as an MPEG or 
Real Video. VBR applications are required for responsive 
multimedia applications that must maintain their strict 
timing constraints. Thus, a further contribution of this 
work is the NS-compatible source code for two flow 
multimedia applications; video and audio traffics. 
 

Figure 2 shows the network topology and the application 
flows that used for the simulation. The topology represents 
a simple network bottleneck configuration. It has two 
multimedia (MM) sources represent real time video and 
audio traffics, and six FTP sources represent non real time 
traffics. The network links are labeled with their 
bandwidth capacity and propagation delay. Each source as 
well as each destination is connected through a link has 
capacity 10 Mb/s and propagation delay 5 ms. The 
bottleneck link has 6 Mb/s bandwidth and 20 ms 
propagation delay. For transferring data, the FTP uses 
TCP connection while the video and audio traffics use 
UDP connection as the underlying transport agent. All the 
TCP agents were set to have a congestion window size of 
20 packets and a packet size of 1500 bytes. The UDP 
agents also have a packet size of 1500 bytes and a rate of 
1.5 Mbps for video traffic and 384 kbps for audio traffic. 
 

 

Figure 2: Network Topology and Flows 

In the following, we study the effect of the proposed 
algorithm and the RED-AQM on the throughput, packet 
loss and the average delay. All measurements were 
occurred at the router, considering the simulation time 50 
sec. The router uses the RED AQM with 20 packets long 
queue. The parameter settings of the RED are that the 
minimum threshold = 5 packets, maximum threshold = 15 
packets, average queue weight = 0.002 and the probability 
maxp =0.1.  
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4.2. Effect of the Algorithms on Throughput  

Figure 3 shows the throughput for each type of traffic 
when using the RED and the proposed algorithm with 
service ratio 1:1:1. From the figure, it is shown that, the 
proposed algorithm (denoted by Proposed) provides 
higher throughput than the RED algorithm (denoted by 
RED) for both video and audio traffics. For FTP flows, the 
throughput when using the proposed algorithm is identical 
to that of using the RED algorithm. This indicates that the 
proposed approach improves the throughput of real time 
traffics without affecting on the non real time traffics. 
 

 

 (a) Video traffic 
 

 
 

(b) Audio traffic 
 

 
(c) FTP Data traffic 

Figure 3: Throughput vs. time for the RED and the proposed algorithm. 

4.3. Effect of the Algorithms on Packet Loss 

Figure 4 shows the packet loss ratio for each type of traffic 
when using the RED and the proposed algorithm with 
service ratio 1:1:1.  

 
 

(a) Video traffic 
 

 
 

(b) Audio traffic 
 

 
 

(c) FTP data traffic 
 

Figure 4: Packet Loss vs. time for the RED and the proposed algorithm. 
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From the figure, it is shown that, the packet loss ratio 
when using the proposed algorithm (denoted as Proposed) 
is less than the ratio of the packet loss of the RED 
algorithm (denoted as RED) for both the real time video 
and audio traffics. For FTP flows, the packet loss ratio 
remains identical to the RED algorithm. This indicates that 
the proposed approach decrease the packet loss of real 
time traffics without affecting on the non real time traffics. 

4.4. Effect of the Algorithms on Delay 

Figure 5 shows the packet delay experienced by each type 
of traffic when using the RED and the proposed algorithm 
with service ratio 1:1:1. From the figure, it is shown that, 
the average delay experienced by the proposed algorithm 
(denoted as Proposed) for both Video and Audio traffics 
is less than that of the RED algorithm (denoted as RED). 
 

 
 

 (a) Video traffic 
 

 
 

 (b) Audio traffic 

Figure 5: Delay vs. Packet Number for the RED and the proposed 
algorithm. 

4.5. Discussion 

An important question arises now, why the service ratio 
1:1:1 improves performance although the behavior of the 
router with this ratio seems like using one queue with 
scheduling strategy FIFO? 
The service ratio 1:1:1 improves performance because 
using one queue with FIFO scheduling strategy does not 
guarantee fairness between different traffics. Since 
traditional data such as FTP arrives at the internet router in 
burst, then many packets of the same type will be queued 
in the buffer. Thus, during service, one type of traffic will 
be served for long period of time based on the size of the 
burst. But, queuing packets into three different queues and 
using the scheduling strategy 1:1:1 give the chance of 
service to the different types of traffics, resulting in 
fairness between different traffics. 
Additional improvement to the real time traffics may be 
achieved by serving different packets of different traffics 
by different weights. The problem is how to specify this 
weight. An approach is to predefine the weight statically 
with different priorities. For example, the service ratio 
may be 3:2:1. Another method is to define the weight 
dynamically based on the average queue size. That is, 
starting with the service ratio 1:1:1 and during each cycle 
test the average size of the queues and then calculate the 
new service ratio for the next cycle based on the current 
average queue size.  

4.6 Effect of Static Priority Based Scheduling 

In this section, we study the effect of assigning different 
priorities to different types of packets. The purpose is to 
compare the static priority based scheme with non priority 
based scheme and to study the effect of giving priority to 
interactive traffics over the ftp traffic. The service ratio is 
considered as 3:2:1, i.e., for every three packets of video, 
two audio packets and one data packet will be served. 
  
Figure 6 shows the throughput for different traffics using 
the proposed algorithm with priority (denoted by 
Proposed+Priority) and without priority (denoted by 
Proposed). The figure shows that the proposed algorithm 
with priority provides higher throughput than the proposed 
algorithm without priority for the multimedia flows but the 
throughput decreases for FTP flow. 
 
Figure 7 shows the delay of different traffics using the 
proposed algorithm with priority (denoted by 
Proposed+Priority) and without priority (denoted by 
Proposed). The figure shows a significant reduction in 
delay for both Video and Audio traffics when using the 
proposed algorithm with priority.  
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(a) Video Traffic 

 

 
(b) Audio Traffic 

 

 
 (c) FTP data Traffic 

Figure 6: Throughput vs. time for the proposed algorithm with/without 
priority. 

Figure 8 shows the packet drop rate when using the 
proposed algorithm with priority (denoted by 
Proposed+Priority) and without priority (denoted by 
Proposed). The figure shows that the proposed algorithm 
with priority decreases the drop rate comparing to the 
proposed algorithm without priority. 

 
 (a) Video Traffic 

 

 
 (b) Audio Traffic 

Figure 7: Delay vs. Packet Number for the proposed algorithm 
with/without priority. 

 

Figure 8: Packet drop rate vs. time for the proposed algorithm 
with/without priority. 

5. Conclusions and Future Work 

In this paper, a queuing discipline is proposed to the active 
queue management to deal with both the best-effort flows 
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and multimedia flows. The proposed algorithm uses three 
priority queues each of which handles a single class of 
traffic. Additionally, the queued packets are scheduled 
according to predefined weights. The proposed approach 
prevents starvation of lower priority traffic (i.e., best effort 
traffic) while satisfying the QoS requirements for higher 
priority traffics. This would result in a significant decrease 
in the delay and loss of the real time packets. Our future 
work will be concerned on the dynamic weight adjustment 
of packet scheduling to achieve more improvement to the 
real time traffics. 
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