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Abstract 
Achieving scalable parallelism from general programs was not 
successful to this point. To extract parallelism from programs 
has become the key focus of interest on multi-core CPUs. There 
are many techniques and programming models such as MPI, 
CUDA and OpenMP adopted in order to exploit more 
performance. But there is an urge to find the best parallel 
programming techniques for the benefit of performance. This 
article shows how the performance potential benefits the parallel 
programming model over sequential programming model. To 
support our claim, we are likely to analyze the performance in 
terms of execution time on both sequential and parallel 
implementations of naive matrix multiplication vs. Strassen’s 
matrix multiplication algorithm using OpenMP. Our analysis 
results show that optimizing the code using OpenMP increases 
the performance than sequential implementation and 
outperforming well with parallel algorithms. 
 Keywords: Multi-core, Performance Analysis, OpenMP, 
Strassen’s Algorithm, Parallelism.  
 

1. Introduction 

In the recent years, the computer architects no longer 
rely on increasing single-core processor clock speed or 
micro architectural improvements to enhance processor 
performance and found it difficult in exploiting more 
instruction level parallelism from a single program. 
Thread-level parallelism could be a well-known strategy 
to improve processor performance. So, this results in 
multithreaded processors. Unfortunately, most 
applications are not multithreaded. Thus, adding cores 
results in little performance improvement. Researchers 
have proposed many programming languages to exploit 
parallelism [1] [5] [6]. These languages allowing high-
level parallelism makes parallel programming easier than 
earlier methods.  

 
Matrix multiplication is an important core computation 

in many areas of scientific computing. Normally for small 
multiplication we lean towards to use naive matrix 

multiplication algorithm which has rich data parallelism. 
To obtain more performance through that algorithm we 
parallelized them using OpenMP. 

  
As matrix size grows the naive matrix multiplication 

becomes inefficient in terms of performance. For large 
matrices, we used Strassen’s algorithm for matrix 
multiplication (recursive, divide and conquer approach), 
to enhance the performance of this algorithm on multi 
core architecture which has functional parallelism in its 
algorithm, we used OpenMP to parallelize. The results of 
using OpenMP in each algorithm were encouraging.  

 
The rest of the paper as follows Section 2 describes about 
overview of OpenMP. Section 3. Brief about related 
work. Section 4 describes the algorithm and 
implementation methodology. Section 5 explains the 
tabulation of how OpenMP helps to improve performance 
of multi-core processors using Strassen’s vs. naive 
algorithm. Section 6 discusses Result analysis and 
Discussions. Section 7 finally provides the conclusion 
and future work.  

Hardware and Software Used: 

Table 1: System specifications 

Processor   Intel Core i3 Dual-core 

CPU   2.13GHz  

RAM   4GB  

Operating 
System  

 Windows 7/ Ubuntu 9.04 or later  

Soft wares   Visual Studio 2005, GCC compiler 
(Linux)  
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2. Overview of an OpenMP 

The OpenMP (open multiprocessing) is an application in-
terface platform for shared memory and it consists of set 
of compiler directives, library routines and environment 
variables that directs run time behavior. Multiprocessor 
programming in C or C++ on such architecture includes 
UNIX and windows operating systems [9]. Due to the 
boom in hardware speeds and the drop in hardware costs, 
several developers have let code optimization slip to the 
back of their minds. As a result, the previously developed 
techniques from years ago have not been updated to 
account for modern compiler optimization techniques or 
hardware features. Synthesizing a large volume of data 
from opposing viewpoints led to the development of a 
general outline to follow when optimizing code. 
 Many programmers will choose a language they are 
familiar with, even though if it’s not the most effective 
language for the research work. Speed, flexibility, and 
ease of coding are a few of the major factors in deciding 
which language to use. The compiler will perform several 
optimizations faster than human programmer does. 
Optimization like moving constant expressions outside of 
loops, storing variables in registers, moving functions 
inline, and unrolling loops should be performed by the 
compiler in most cases. Parallelization of sequential 
programs, parallelizing compiler depend upon subscript 
analysis to detect data dependencies between pairs of 
array references inside the loop nests. 
 To understand the concept of OpenMP, there’s a 
necessary to understand the concept of parallel 
programming. Parallel processing is done by more than 
one processor in parallel computing systems. Earlier 
multiprocessing systems always came in its own 
processor packaging, however recently introduced multi-
core processor can contain multiple processor or cores on 
a single chip. In this work we achieved thread level 
parallelism using OpenMP and it reduces the 
communication cost. OpenMP is an API which acts as 
parallel programming model on multi-core architecture.  

3. Related work 

Prior work has studied the implementations of Strassen’s 
matrix multiplication algorithms in many programming 
languages such as C, C++ and Java [4]. But there is a 
need to understand the parallel programming and its 
implementation methodologies on multi processors 
system in order to improve the performance. OpenMP is 

the well-known parallel programming techniques for 
multiprocessing environment [2]. There are varied 
hardware and software techniques adopted for 
performance enhancements.  
 
 One of the traditional methods to achieve more 
performance is to increase the clock frequency. There are 
different kinds of heterogeneous pipeline models have 
been discussed by many researchers. Latch based 
pipelines are most commonly used pipelines in 
asynchronous circuit pipeline models [10]. Fine grained 
and coarse grained pipeline structure which focuses on 
cell gate implementation were introduced and improved 
by many computer architecture researchers [7] [3].  
 
 Recently, SR (Self Resetting) latches were proposed by 
[8] which resolve the power consumption problem and 
reduces the data path power consumption. Kunkel and 
Smith studied the performance improvement using gate 
level logic circuits. As there’s tremendous improvement 
in silicon technology the problems of clocking, range of 
transistors on chip, and will increase the complexity on 
chip. Therefore there’s an urge to find the software or 
hardware algorithm to solve this issue. 

4. Algorithm and Implementation 
Methodology 

(A)  Sequential naive algorithm 

We used both sequential and parallel versions of naive 
and Strassen’s algorithm to analyze the performance 
shown in Figure.6. The pseudo code for the naive 
algorithm of matrix multiplication of matrix a (n*n) and 
matrix b (n*n) to give a matrix c (n*n) is shown in 
Figure.1 [14].  

(B)  Parallel naive algorithm using OpenMP 

The pseudo code for the naive algorithm of matrix 
multiplication of matrix a (n*n) and matrix b (n*n) to 
give a matrix c (n*n) is shown in Figure.2 [14]. 
It can be viewed as divide and conquer method algorithm, 
suppose we wish to compute the product of  

 
C = A * B ------ (1) 
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SQUARE-MATRIX-MULTIPLY (A, B, C) 
N = A.rows 

For I = 1 to N 
For j = 1 to N 

Cij = 0 
For k = 1 to N 

Cij = Cij + Aik * Bkj 

Return C 
Fig. 1: Pseudo code for sequential naive algorithm  

SQUARE-MATRIX-MULTIPLY (A, B, C) 

#pragma omp parallel for default (none) shared (A, B, C, 
N) private (I, j) 

N = A.rows 

For I = 1 to N 

For j = 1 to N 

Cij = 0 

For k = 1 to N 

Cij = Cij + Aik * Bkj 

Return C 

Fig. 2: Pseudo code for parallel naive algorithm  
 
In Equation [1], where each of A, B and C are n*n 
matrices. Assuming that n is an exact power of two, we 
tend to divide each of A, B and C into four n/2*n/2 
matrices, which can be written as shown in Figure.3. 
 

 

Fig. 3: Strassen’s serial algorithm  

4.1 Strassen’s Serial Algorithm 

As we can see from the above, the serial algorithm has 
recursion in the algorithm. We can hardly see the data 
parallelism except in adding and subtracting sub matrices. 
If the matrix size is greater than the threshold value 
multiply them recursively, if not use the traditional matrix 

multiplication algorithm.  
Construct C using the intermediate matrices. But, if we 
look more as shown in Figure.4 and we get to understand 
that P1….P7 goes on recursively and independently thus 
we get functional parallelism.  

4.2 Strassen’s  Parallel Algorithm 

Initially, we implemented our program through task pool 
model to compute P1; P2...P7 and an independent 
multiplication task can be executed in parallel with N 
jobs at a time. For example, when 49 jobs are running 

with N cores machine (where N= 2
N
) there is a chance to 

execute 48, and would run simultaneously with 1 job 
would be left later execution. Thus, it leads to more 
processor utilization. So as to avoid this issue, it’s better 
to split the last task further as shown in Figure 7.  
In OpenMP the sections construct is the easiest way to 
get the different threads to carry out different kinds of 
work. Since, it permits us to specify many different code 
regions and each of which will be executed by one of the 
threads in OpenMP with Strassen’s matrix multiplication 
are shown in Figures 4 and 5 [12] [13]. 
 

Fig.4 STRASSEN’S MATRIX MULTIPLICATION 

           A11  A12 
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           B11  B12 
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C11 = A11*B11 + A12*B21 

C12 = A11*B12 + A12*B22 

C21 = A21*B11 + A22*B21 

C22 = A21*B12 + A22*B22 

Fig.5 Strassen’s Parallel Algorithm 

Evaluate the intermediate matrices: 

P1 = (A11 + A22) (B11 + B22) 

P2 = (A21 + A22) B11 

P3 = A11 (B12 – B22) 

P4 = A22 (B21 – B11) 

P5 = (A11 + A12) B22 

P6 = (A21 – A11) (B11 + B12) 

P7 = (A12 – A22) (B21 + B22) 

Construct C using the intermediate matrices: 

C11 = P1 + P4 – P5 + P7 

C12 = P3 + P5 

C21 = P2 + P4 

C22 = P1 – P2 + P3 + P6 

 
5. Tables for Performance Analysis of Strassen’s vs. 
Naïve Algorithm 
 
Table 2.Tabulation of performance analysis on Strassen’s 
vs. Naïve algorithm 

 

In our work, we have tested the sequential version and paral-
lel version (using OpenMP) for both naive and Strassen’s 
algorithm for matrix multiplication. The execution time was 
taken using OpenMP run time library function 
omp_get_wtime () which gives time in seconds with double 
precision. Using OpenMP the parallelism can be achieved 
through the evaluations of intermediate matrices P1, P2 ... P7 
which are independent as shown in Figure.5 and hence, it 
will be computed in parallel through Strassen’s parallel 
matrix multiplication.   Comparing the serial and parallel 
version of naive algorithm we got significant results from 
matrix sizes of more than 100*100 due to time consumed in 
thread synchronizing for smaller matrices. For Strassen’s 
algorithm initially the performance was quite disappointing 
for smaller matrices and as the matrix sizes became larger 
than 500*500 the performance improved compared to naive 
multiplication and also the parallel version of Strassen’s 
algorithm and the execution time is shown in Table 2 (Time 
in sec). The results graphs are depicted in Fig.8 and Fig.9. 

 

 
Fig. 6: Schematic flow diagram  

Matrix 
Size (n) 

Naive 
Serial 

Naive 
Parallel 

Strassen’
s Serial 

Strassen’s 
Parallel 

500  1.23  0.88  2.4  2.2  
1000  13.2  8.11  6.2  5.4  
1500  59.35  31.92  12.6  7.8  
2000  99.62  79  22.3  10.81  
2500  279.23  178.5  40.23  19.46  
3000  394.5  316.62  62.35  28.86  
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Fig. 7: Flow diagram of Strassen’s algorithm  

 

Results Graphs 

 

 
Fig.8 Naive vs. Strassen's Serial Algorithm 

 
Fig.9 Naïve vs. Strassen’s Parallel Algorithm 

6. Result analysis and Conclusion 

Based on our study, we have presented the execution time 
of both serial and parallel execution of naive and 
Strassen’s algorithm for matrix multiplication. We arrive 
at the following conclusions:  
(a) we see that parallelizing the serial algorithm 
using OpenMP has increased the performance a lot (b) 
For CPU cores OpenMP provides a lot of performance 
increase and parallelization can be done with minimal 
changes and, (c) we tend to observe that though 
Strassen’s algorithm (both parallel and serial) definitely 
consumes a lot more memory than serial algorithm, but 
the performance is much better than the traditional matrix 
multiplication algorithm due to its reduced operations (d) 
overall we conclude that for large matrices we can apply 
Strassen’s algorithm and for smaller matrices we must 
apply naive algorithm. And using OpenMP for both 
algorithms we achieved much better performance than 
serial implementation.  
 

7. Future Enhancements  

Due to time constraints, this work has been carried out on 
dual-core machine with matrix multiplication alone, but it 
can be extended by using a variety of matrix types - 
dense, sparse, large data, complex numbers, etc. to 
characterize our comparison to understand the better 
performance benefits of the OpenMP techniques. Besides 
there’s a scope to look at the energy consumption of 
assorted algorithms and its impact on performance 
enhancement. 
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