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Abstract 
Patent data have diversely technological information of any 
technology field. So, many companies have managed the patent 
data to build their R&D policy. Patent analysis is an approach to 
the patent management. Also, patent analysis is an important tool 
for technology forecasting. Patent clustering is one of the works 
for patent analysis. In this paper, we propose an efficient 
clustering method of patent documents. Generally, patent data 
are consisted of text document. The patent documents have a 
characteristic of highly dimensional structure. It is difficult to 
cluster the document data because of their dimensional problem. 
Therefore, we consider Bayesian approach to solve the problem 
of high dimensionality. Traditional clustering algorithms were 
based on similarity or distance measures, but Bayesian clustering 
used the probability distribution of the data. This idea of 
Bayesian clustering becomes a solution for the problem in this 
research. To verify the performance of this study, we will make 
experiments using retrieved patent documents from the United 
States Patent and Trademark Office.  
Keywords: Patent Clustering, Bayesian Clustering, Highly 
Dimensional Problem, Probability Distribution, Bayesian 
Learning. 

1. Introduction 

The applied patent documents have been increased rapidly 
according to the progress of intellectual property systems. 
Most governments and companies have applied their 
results of the developed technologies to the patents in the 
world. Also, they analyze the patent data for efficient 
patent management because the patent data have diversely 
technological information of any technology field. Many 
companies have managed the patent data to build their 
R&D policy. Patent analysis is an approach to the patent 
management. Also, patent analysis is an important tool for 
technology forecasting. The classification and clustering 
of patent documents are popular methods of patent 
analysis. In this paper, we propose a clustering method of 
patent documents. The patent document data are sparse 
and have high dimensional data structure. So, it is difficult 
to cluster the patent documents by traditional clustering 
methods such as hierarchical and K-means clustering 
algorithms. To solve the dimensional problem of the 
patent data, we consider Bayesian clustering in this 

research. The idea of Bayesian analysis is to combine 
previous and current information of given domain data [1]. 
There were so many researches of Bayesian approach [2-
3]. Efficient clustering was a popular issue of Bayesian 
data analysis [4-5]. Most results of Bayesian clustering 
were model based clustering [6]. This clustering method 
provided the determination of the number of clusters 
optimally [7]. So, we will use this approach to select the 
number of clusters in this paper. Bayesian clustering 
provides the number of clusters by the posterior values 
using Bayes’ rule. The clustering is to assign multivariate 
data into a number of clusters by similarity or distance 
measures [8]. Another clustering approach was introduced 
by Symons [9]. This method used a probabilistic model by 
mixtures of multivariate normal distribution. Bayesian 
hierarchical clustering was one of Bayesian clustering 
approaches [10]. In this paper, we construct a dendrogram 
as a clustering result using posterior probability as a 
distance value. This is one of the results of Bayesian 
hierarchical clustering. We will also build a log posterior 
plot for determining the number of clusters. We make 
experiment for verifying the improved performance of this 
research using retrieved patent documents from United 
States Patent and Trademark Office (USPTO) [11]. The 
topic of retrieved patent documents is social network 
service (SNS). In our experiment, we will cluster the 
searched patent data using Bayesian clustering.  

2. Background Research 

2.1 Clustering Patent Data with High Dimension 

Patent document clustering is similar to general document 
clustering. But, the data type of patent document is 
different to general document in one instance. That is, 
patent document has issued date, citation, and family 
patent information. These are not in general document. So, 
we need to consider the characteristics of patent document. 
One of them is high dimensionality problem. We have to 
transform the patent document data into structured data for 
quantitative clustering methods. In this process, the high 
dimensionality problem is occurred. The structured data 
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are consisted of large matrix with documents and terms. 
The row and column represent document and term 
respectively. Each value of the matrix is the occurred 
frequency of a term in each document. Also, most values 
are 0 because the dimension of the matrix is so high. So, it 
is difficult to analyze the matrix. To settle this difficulty, 
we consider Bayesian analysis in this paper. Using the 
probabilistic approach of Bayesian clustering, we will 
cluster the patent documents.  
 

2.2 Bayesian Clustering 

A general method of Bayesian clustering was based on 
finite mixture model of probability distribution [12]. This 
probability model partitions a set of elements to some 
clusters using predictive distribution [13]. That is, 
Bayesian clustering is performed by the conditional 
probability of comparing to the existing clusters. 
Sometimes, the clustering makes a new cluster by the 
probability distribution. The elements and clusters are 
represented by D={d1, d2, …, dn} and C={c1, c2, …, ck} 
respectively. We can define the joint probability 
distribution of the elements as follow. 
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Where, the probability of p(d1, d2, …, dn) can be defined as 
the conditional probability of p(di|di-1, …, d2, d1). Using 
this predictive distribution, we can assign the elements to 
existing clusters or new clusters. Markov Chain Monte 
Carlo (MCMC) method is more advanced Bayesian 
approach [3]. But, this demands larger computing resource 
and time cost for analyzing the given data. This research 
does not consider MCMC method because we have the 
highly dimensional problem of the document data.         

3. A Proposed Method 

Bayesian analysis has a powerful method to combine 
current data information with previous analyzer’s 
knowledge. The combined result produces updated 
information for optimal decision. This is based on Bayes’ 
rule [14]. The parameter  of Bayesian model is a random 
variable [14]. This has a probability distribution. That is, 
the prior distribution of the parameter p(θ) is defined 
subjectively and initially without the information of given 
data. The other way, likelihood distribution is based on 
given data x. This is a conditional distribution, l(x|θ). By 
multiplying the prior distribution and likelihood function, 
Bayes’ rule computes the posterior distribution p(θ|x) of 
the parameter of Bayesian model as follow [15].  
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This is the analyzer’s updated belief of the parameter of 
Bayesian model for optimal decision (clustering). To solve 
the highly dimensional problem of patent document 
clustering, we use this Bayesian updating approach. 
Bayes’ theorem was updated as the following formula [14]. 
 

Posterior ∝ PriorLikelihood                    (3) 
 
The prior has the previous knowledge of given data. Also, 
the current information of the data is included in the 
likelihood function. So, we can compute posterior 
probability by multiplying prior distribution and likelihood 
function. In this paper, we construct a clustering method 
for the patent document clustering using Bayesian 
updating. Bayesian clustering is a probabilistic model on 
data partition for efficient document clustering. In this 
paper, we use the hierarchical model of Bayesian 
clustering for suitable clustering of the patent documents 
with the problem of high dimensionality. This research 
constructs a hierarchical dendrogram by posterior 
probability as a similarity measure. We are able to 
partition the patent documents to the defined clusters using 
posterior result of Bayesian updating. Also, we will verify 
the efficiency of this research by efficient clustering of the 
patent documents. We have to select the parameter of 
Bayesian distribution family for the document clustering. 
The retrieved patent documents are transformed to matrix 
data by the preprocessing of text mining. The column of 
this matrix is the extracted term (cluster variable). Each 
document (observation) is represented by a row of the 
matrix. This matrix is used for input data of the 
hierarchical Bayesian clustering in this paper. The 
distribution family of Bayesian model has Gaussian and 
Laplace in this model. The proposed method has two steps 
of input and output as follow. 
 
Input: 
(1) Given data, X={x1, x2, …, xn} 
(2) Prior distribution, p(θ) 
(3) Likelihood function, l(x|θ) 

 
Output: 
(1) Posterior distribution, p(θ|x) 
(2) Updated parameters of hierarchical Bayesian model 
(3) Dendrogram of Bayesian clustering 

 
(Step1) Initialization 
(1-1) Setting parameters (1, 2, …, p) of prior 
distribution 
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(1-2) Computing likelihood function l(X|1, 2, …, p) 
(1-3) Updating posterior distribution p(1, 2, …, p|X) 
(1-4) Selecting the number of clusters, k 
(1-5) Setting X={x1, x2, …, xn} 
 
(Step2) Repetition (Clustering), k>1 
(2-1) Searching xi and xj with input and output with the 
highest probability 
(2-2) Assigning xi and xj into xk  
 
We initialize the parameters and the prior distribution 
types of Bayesian model in step1. The number of clusters 
and data are built in this step. That is, all parameters of 
Bayesian model such as prior distribution are decided in 
step1. In the step2, we repeat the Bayesian updating for 
finding proper parameters of final Bayesian model for 
patent documents assignment. Therefore, we perform the 
efficient clustering by combining the results of step1 and 
step2. We also use the result of the dendrogram of the 
hierarchical Bayesian clustering. 

4. Experimental Result 

We used the retrieved patent documents from USPTO to 
verify our improved performance. The patent data of ‘social 
network service (SNS)’ were searched for this experiment. 
We retrieved all applied patent documents in the U.S. up to 
now. Total 71 patent documents were searched in this 
research. The following figure shows the number (frequency) 
of issued patent documents until December 1, 2011. Also, we 
use R-project as the analytical tool for Bayesian clustering in 
this experiment [16-17].  
 

 

Fig. 1  Number of applied patents by year. 

The first patent of the SNS was applied in 2004. We knew 
the SNS patent documents were increased 2008 through 
2009 rapidly. But, the number of applied patents of SNS 
was decreased after that. So, we concluded that most 
needed technologies of SNS were developed until 2009. 
This is considerable for the R&D planning of SNS 
technologies. Next, we transformed the retrieved patent 
documents into matrix data. In this paper, we had two 
steps to construct the matrix data for Bayesian clustering. 

We constructed the first matrix consisting of retrieved 
documents and extracted terms. Next, we made second 
matrix from the first matrix. This matrix had the 
documents and predicted principal component (PC) scores. 
All PC scores were computed by principal component 
analysis (PCA) using the correlation structure of the terms 
[8]. Next table shows the first (term based matrix) and 
second (PC score based matrix) data.  
 

Table 1: First and second matrix data 
Matrix type Row Column 
First matrix 71 documents 1559 terms 

Second matrix 71 documents 71 PC scores 
 
In this paper, we used the second matrix for input data of 
Bayesian clustering. The second data had smaller 
dimension than first data. We identified the result of 
dendrogram of the hierarchical Bayesian clustering. This 
dendrogram is shown in next figure.  
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Fig. 2  Dendrogram of hierarchical Bayesian clustering. 

The X and Y axes represent patent documents and log 
posterior values respectively. We could the hierarchical 
structure of the SNS patent data using the dendrogram. In 
this experiment, we found the number of clusters for SNS 
patents clustering from the following figure.  
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Fig. 3  Number of clusters by posterior. 

 
The result of the hierarchical Bayesian clustering for SNS 
patent (technology) data gives about 55 clusters. This 
meant that the developed technologies of SNS were in 
diverse and wide areas. Next figure represents the 
importance of clusters variables. In this experiment, we 
used 71 cluster variables.  
 

 

Fig. 4  Importance of cluster variables. 

 
We knew that a few variables affected the clustering result 
among 71 clustering variables. The largest and smallest 
important variables were PC1 and PC69 respectively.  

5. Conclusions and Future Works 

In this paper, we proposed a clustering method of patent 
documents using the hierarchical Bayesian clustering. 
General clustering methods such as K-means clustering 
had some problems for patent documents clustering 
because the patent data are sparse and have high 
dimensionality. So, in this research, we considered 
Bayesian clustering as an efficient method for of the 
patent document clustering.  

In this experimental result, we verified the performance of 
this study. We determined the optimal number of clusters 
by the log posterior distribution. Also, we assigned the 
retrieved patent documents using the result of Bayesian 
clustering. Also, we found the technological trend of SNS 
technology.     
Our future work is to develop more advanced Bayesian 
clustering model by the MCMC method and Bayesian 
mixture mode for the patent document clustering.  
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