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Abstract 

A wide range of researches are carried out in speech signal 
processing for denoising, enhancement and more. Besides the other, 
stress management is important to improve disabled children speech. 
In order to provide proper speech practice for the disabled children, 
their speech is analyzed. Initially, the normal and pathological 
subjects speech are obtained with the same set of words. In this 
paper, classification of  normal and pathological subjects speech is 
discussed. Initially Feature Extraction is implemented using well 
known Mel Frequency Cepstrum Coefficients (MFCC) for both 
words of normal and pathological subjects’ speech. Dimensionality 
reduction of features extracted is implemented using Principal 
Component Analysis (PCA). Finally the features are trained using 
Artificial Neural Network (ANN) for classification. 

Keywords: speech signal, stress management, Mel Frequency 
Cepstrum Coefficients (MFCC), Principal Component Analysis 
(PCA), trained 

 

1. Introduction 

Terminology for Mental Retardation/Intellectual Disability 
(MR/ID) has been particularly challenging as the term 
mentally retarded carries significant social and emotional 
stigma. Developmental delay is often used inappropriately as 
synonymous with MR/ID. Developmental delay is an overlay 
inclusive term and should generally be used for infants and 
young children in which the diagnosis is difficult, such as 
those too young for formal testing.  

Speech is the most basic means of communication between 
humans. Effective determination of quantitative speech 
disability remains one of the challenges in medical 

profession. However millions of people are suffering from 
disabilities associated with speech. Speech synthesis among 
the disabled children is the first step for making speech 
corrective tool kit. 

Approximately 10% of children have some learning 
impairment, while as many as 3% manifest some degree of 
MR/ID.  In every verbal communication, the quality and 
precision of speech are given greater importance [2]. Due to 
the presence of deleterious properties in the acoustic 
environment such as multipath distortion (reverberation) and 
ambient noise, the performance of speech and speaker 
recognizers are often degraded [3]. Speech communication 
applications such as voice-controlled devices, hearing aids, 
and hands-free telephones mostly suffer from poor speech 
quality because of background noise and room echo [4]. Most 
of the time, particularly during travel, we meet noisy 
environment. Signal processing techniques removes the noise 
from the signal-noise mixture and provides an almost noise-
free sound for enhanced communication [2]. Signal 
processing techniques are exploited in several applications 
such as speech acquisition, acoustic imaging and 
communications purposes [5].  

 In the modern period, there is a great interest for developing 
techniques for both speech (and character/word sequences) 
recognition and synthesis [6].  Generally, the speech 
recognition has two stages: feature extraction and 
classification [8]. 

In this paper, we concentrate on the pathological subject’s 
speech and to analyse the speech of them by comparing it 
with the normal children. This work is very useful for the 
speech practitioners in the way in which position they have to 
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improve the speech of the abnormal person. Initially, the 
samples of the normal as well as the pathological subject’s 
speech have been obtained and with the aid of these samples, 
the further process has to be carried out.  Initially, the MFCC 
of both the speeches are extracted and the PCA is applied to 
the MFCC to reduce the dimensionality of the speeches. After 
that the parameters that are extracted from this MFCC of both 
speeches are then sent as an input to generate the ANN. The 
abnormal and normal features are used to train the network 
for classification. 

Feature extraction is a key issue for efficient speaker 
recognition. Additionally, a reduced feature set would allow 
more robust estimates of the model parameters, and less 
computational resources would be required. Best features are 
those that help to discriminate among speakers. A small 
amount of data is enough to estimate good models.  

State-of-the-art systems use the same short-term spectrum 
features (Mel-Frequency Cepstral Coefficients, MFCC) for 
speech and speaker recognition, because MFCC convey not 
only the frequency distribution identifying sounds, but also 
the glottal source and the vocal tract shape and length, which 
are speaker specific features. Additionally, it has been shown 
that dynamic information improves significantly the 
performance of recognizers, so MFCC are commonly used as 
features.  

Principal Component Analysis (PCA), an technique of 
multivariate statistical analysis [1], consists of computing the 
eigenvectors of the D*D covariance matrix X, then sorting 
them according to the corresponding eigenvalues, in 
descending order, and finally building the projection matrix A 
(called Karhunen-Loeve Transform, KLT) with the largest K 
eigenvectors (i.e. the K directions of greatest variance). Each 
feature vector X is then pre-processed according to the 
expression Y=A(X-,u), where u represents the mean feature 
vector. KLT decorrelates the features and provides the 
smallest possible reconstruction error among all linear 
transforms, i.e. the smallest possible mean-square error 
between the data vectors in the original D-feature space and 
the data vectors in the projection K-feature space. 

The study of Neural Networks, was initially inspired by 
neurobiology, but it has since become a very interdisciplinary 
field, spanning computer science, electrical engineering, 
mathematics, physics, psychology, and linguistics as well. 
Some researchers are still studying the neurophysiology of the 
human brain, but much attention is now being focused on the 
general properties of neural computation, using simplified 
neural models. These properties include: 

• Trainability: Networks can be taught to form associations 
between any input and output patterns. This can be used, for 
example, to teach the network to classify speech patterns into 
phoneme categories. 

• Generalization: Networks don’t just memorize the training 
data; rather, they learn the underlying patterns, so they can 
generalize from the training data to new examples. This is 
essential in speech recognition, because acoustical patterns 
are never exactly the same. 

• Nonlinearity: Networks can compute nonlinear, 
nonparametric functions of their input, enabling them to 
perform arbitrarily complex transformations of data. This is 
useful since speech is a highly nonlinear process. 

• Robustness: Networks are tolerant of both physical damage 
and noisy data; in fact noisy data can help the networks to 
form better generalizations. This is a valuable feature, 
because speech patterns are notoriously noisy. 

• Uniformity: Networks offer a uniform computational 
paradigm which can easily integrate constraints from different 
types of inputs. This makes it easy to use both basic and 
differential speech inputs, for example, or to combine 
acoustic and visual cues in a multimodal system. 

• Parallelism: Networks are highly parallel in nature, so they 
are well-suited to implementations on massively parallel 
computers. This will ultimately permit very fast processing of 
speech or other data. 

An  neural network consists of a potentially large number of 
simple processing elements (called units, nodes, or neurons), 
which influence each other’s behavior via a network of 
excitatory or inhibitory weights. Each unit simply computes a 
nonlinear weighted sum of its inputs, and broadcasts the result 
over its outgoing connections to other units. A training set 
consists of patterns of values that are assigned to designated 
input and/or output units. As patterns are presented from the 
training set, a learning rule modifies the strengths of the 
weights so  that the network gradually learns the training set. 
This basic paradigm1 can be fleshed out in any different 
ways, so that different types of networks can learn to compute 
implicit functions from input to output vectors, or 
automatically cluster input data, or generate compact 
representations of data, or provide content-addressable 
memory and perform pattern completion. 

Neural networks are usually used to perform static pattern 
recognition, that is, to statically map complex inputs to simple 
outputs, such as an N-ary classification of the input patterns. 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 1, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 360



Moreover, the most common way to train a neural network 
for this task is via a procedure called backpropagation, 
whereby the network’s weights are modified in proportion to 
their contribution to the observed error in the output unit 
activations (relative to desired outputs). To date, there have 
been many successful applications of neural networks trained 
by backpropagation. 

The rest of the paper is organized as follows. The Feature 
Extraction and Classification using ANN are described in 
Section 2. The experimental setup is described in Section 3, 
including the speech database used to train. Experiments 
Results are presented and discussed in Section 4: (1) 
FeatureExtraction using MFCC and PCA and (2) Training 
and Classification using ANN. Finally, Section 5 summarizes 
our approach. 

        

2. Methodology 

2.1 Feature Extraction      

In this work, MR children speech of mild degree is taken as 
Pathological children speech dataset. For improving the 
abnormal speech initially Feature extraction, dimensionality 
reduction and Classification is done. Normal and pathological 
subject’s speech dataset is obtained and then the MFCC is 
extracted from both the speeches. This speech dataset is 
developed through in which both the databases are same set 
of scripts. Subsequently, with the aid of the PCA the 
dimensionality is reduced for MFCC features extracted. The 
step by step processes are explained in detail in the following 
subsections. 

                           

Fig.1  Data Flow for Feature Extraction 

2.1.1 MFCC 

In this segment, the speech samples are extracted from the 
normal and pathological subjects with the aid of the audio 
synthesizer.  Let aD and bD are the abnormal children, 
normal children speech datasets respectively and from these 
datasets the MFCC feature is extracted.   

}...,,{ 1321 −=
wNa wwwwD  (1) 

}...,,{ 1321 −=
wNbD ωωωω  (2) 

MFCC’s are based on the known variation of the human ear’s 
critical bandwidths with frequency. The MFCC technique 
makes use of two types of filter, namely, linearly spaced 
filters and logarithmically spaced filters. To capture the 
phonetically important characteristics of speech, signal is 
expressed in the Mel frequency scale. This scale has a linear 
frequency spacing below 1000 Hz and a logarithmic spacing 
above 1000 Hz. Normal speech waveform may vary from 
time to time depending on the physical condition of speakers’ 
vocal cord. Rather than the speech waveforms themselves, 
MFFCs are less susceptible to the said variations [13]. The 
following steps are involved in extracting the MFCC feature
  

 Fourier transform is taken for the signal 
 With the aid of triangular overlapping windows, the 

power spectrums are compared with mel scale  
 At each of the mel frequency the logs of powers are 

taken 
 Discrete Cosine Transform (DCT) is taken for the mel 

log powers 
 Obtaining the resulting spectrums is the amplitude of 

MFCCs. 

With the utilization of above steps, the MFCC features are 
obtained from the normal as well as abnormal datasets which 
is referred as aM and bM   

2.1.2 Principal Component Analysis (PCA) 

PCA is used abundantly in all forms of analysis - from 
neuroscience to computer graphics - because it is a simple, 
non-parametric method of extracting relevant information 
from confusing data sets. With minimal additional effort PCA 
provides a roadmap for how to reduce a complex data set to a 
lower dimension to reveal the sometimes hidden, simplified 
dynamics that often underlie it.
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The aforesaid equations are utilized to obtain the PCA of both 

aM  and bM , where given equations are the general sets of 

equations to generate PCA. In PCA the data are processed by 
window by window. After PCA the inverse PCA also applied 
to obtain the dimensionality reduced original information 
again. After this process completed, the following parameters 
are obtained from the MFCC featured vectors aM , bM  .The 

parameters are mean, standard deviation, maximum amplitude 
value and its id, minimum amplitude value and its id, MFCC 
length are extracted for the MFCC featured word and as well 
as for the original word also extracted and hence for each 
word we have 14 inputs. 

 

2.2 Classification through  Neural Network (NN) 

The Artificial neural network (ANN) used in the model was a 
multilayer perceptron (MLP) with two layers of neurons. The 
number of neurons in the hidden layer is dependent on the 
size of the input vector [13]. The output layer has one neuron. 
Both the words of normal and pathological subjects are 
inputted to the ANN to be trained and  to identify the 
abnormal word. The 14 features extracted for each word is 
given as input to neural network.  

                             

Fig. 2  Data Flow of Classification 

NN is utilized for the classification purpose in order to 
identify the normal speech and  the abnormal speech. In order 
to identify this, initially the MFCC features are obtained from 
both the normal and abnormal words.  After that, both the 
words are inputted to the NN to identify the abnormal word. 
A artificial neural network is developed with a systematic 
step-step procedure which optimizes a criterion commonly 
known as the learning rule. The input/output training data is 
fundamental for these networks as it conveys the information 
which is necessary to discover the optimal operating point. 

Once an input is presented to the neural network, and a 
corresponding desired or target response is set at the output, 
an error is composed from the difference of the desired 
response and the real system output.The error information is 
fed back to the system which makes all adjustments to their 
parameters in a systematic fashion (commonly known as the 
learning rule). This process is repeated until the desired 
output is acceptable.  

The following components of the model represent the actual 
activity of the neuron cell. All inputs are summed altogether 
and modified by the weights. This activity is referred as a 
linear combination. Finally, an activation function controls 
the amplitude of the output. For example, an acceptable range 
of output is usually between 0 and 1, or it could be -1 and 1. 

Mathematically, this process is described in the figure 3.  

rEigenvecto

N

−

−

E

 vectorcovariance-cv
mean-
window-w

DeviationMean  

µ

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 1, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 362



 

Fig. 3 ANN Model 

From this model the interval activity of the neuron can be 
shown to be:  

 

The output of the neuron,  yk, would therefore be the outcome 
of some activation function on the value of vk. 

3. Experimental Setup 

3.1 The speech database 

 In this with the aid of the Free Audio Editor we generate the 
dataset with the normal and abnormal female children within 
the age limit 6-10. For normal data we utilized 2 female 
children and for abnormal data we utilized a female child for 
our system and their normal frequency range is from 20 - 4 
kHz. The proposed technique is tested with the database of 
100 words with two normal children and an abnormal child 
each. 

3.2  Classification using NN  

NN is used for the classification purpose in order to separate 
the normal speech and for identifying the abnormal speech. 
The following steps details the training process of ANN  

Step 1: As the first step, set up the input weights to every 
neuron, apart from the neurons of the input layer. 

Step 2: This neural network has 14 input layers which are the 
parameters of a word as said in the section 2.2. hN  hidden 

layers and one output layer to identify the word inputted is 
either normal or abnormal. The value at the output layer is 

either true or false depending on whether the input word is 
abnormal or normal. In this neural network, 14 input neurons 
and a bias neuron, hN  hidden neurons and a bias neuron and 

one output neuron are present.  

Step 3: The weights are added to the designed network N, 
also it is biased. The developed N is shown in Fig.4.   

                                    Fig. 4. 

 

 

 

 

 

 

 

Step 4: The basis function and the activation function which 
are chosen for the designed N is given below. 

( )∑
=
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                                                                    (7) 
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=
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Eq. (7) is the basis function for the input layer, where  

]14[]1[ tStS −  are the parameters for the word which are 

mean, standard deviation, maximum amplitude value and its 
id, minimum amplitude value and its id, MFCC length for 
MFCC featured word and for the original word we extract the 
same word for the MFCC length here we extract the word 
length. Here ijw  is the weight of the neuron and α  is the 

bias.  The sigmoid function for the hidden layer is given in 
Eq.(7) and the activation function for the output layer is given 
in Eq.(8). The basis function given in Eq. (7) is commonly 
used in all the remaining layers (hidden and output layer, but 
with the number of hidden and output neurons, respectively). 
The output of the ANN is obtained by giving the region 
vector as its input.  
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Step 5: The learning error is determined for the network N as 
follows 

zZD
N

Er
hN

o
oo

h
∑

−

=

−=
1

0

1     (10) 

Here, Er  is the error in the FF-ANN, oD  is the desired 

output and oZ  is the actual output. 

3.2.1   Error minimization by BP algorithm 

The steps involved in the training of BP algorithm based NN 
is given below. 

(1) Randomly generate weights in the interval [ ]1,0  and 
assign it to the neurons of the hidden layer and the output 
layer. But all neurons of the input layer have a constant 
weight of unity.  

(2) Determine the BP error using Eq. (9), and give the 
training gene data sequence as input to the N Eq. (7), Eq. (38) 
and Eq. (9) show the basis function and transfer function. 

(3) Adjust the weights of all the neurons when the BP error is 
determined as follows,  

ijijij www δ+=       (11) 

The change in weight ijwδ  given in Eq. (7) can be 

determined as ErZijwij
 .  . γδ = , where Er  is the BP 

error and γ  is the learning rate and it normally ranges from 
0.2 to 0.5.  

(4) After adjusting the weights, repeat steps  until the BP error 
gets minimized. Normally, it is repeated till the 
criterion, 1.0<E  is satisfied.  

Once the error gets minimized to a minimum value it is 
concluded that the designed FF-ANN is well trained for its 
further testing phase and the BP algorithm is terminated. Thus 
the neural network is trained using the parameters for each 
word. 

4. Experimental Results 

4.1 Feature Extraction 

Initially, the words are extracted from the both normal and 
abnormal children and then the MFCC feature has been 

extracted from it. Subsequently, the PCA is applied to reduce 
the dimensionality of the words. Few speech samples which 
are sent as input to MFCC Feature Extraction. 

         

Fig. 5 Normal speech 1                        Fig. 6 Normal speech 2-“wild animals”                                                
“wild animals” 

 

Fig. 7 Abnormal speech – “wild animals” 

 

Fig. 8 Feature Extraction output of Normal Speech of Child 1 

4.2 Classification using ANN 

Subsequently, for MFCC features the PCA is applied to 
reduce the dimensionality of the words and then they are 
inputted to the neural network to identify the abnormal and 
the normal word. The target is fixed as 1 and 2 for abnormal 
and normal speech respectively. Fig.9 is the generated neural 
network structure.  

 

Fig. 9 Generated ANN for classification 
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5. CONCLUSIONS AND FUTURE WORK 

The proposed system was implemented in the working 
platform of MATLAB (version 7.11). In this with the aid of 
the Free Audio Editor we generate the dataset with the 
normal and abnormal female children within the age limit 6-
10. For 100 normal data (words) we utilized 2 female children 
each and for 100 abnormal data we utilized a female child for 
our system and their normal frequency  range is from 20 – 
4khz. The speech input is recorded at a sampling rate of 
44.1kHz. To develop an effective system to identify the 
abnormal word and the spot, where the speech has to be 
improved, initially the MFCC is obtained from both the 
normal and abnormal words and then  PCA dimensionality 
reduction is done. Then classification of normal and abnormal 
words are done using ANN. The result of this work is 
discussed with outputs. After that, the work will be extended 
by (i) Testing Phase (ii) acute Spotting aberration in speech of 
pathological subject  respectively. 
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