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Abstract 
In this paper, we describe a model of conceptual indexation 
adapted to the RDFS structured resources. The process of the 
structured IR (Information Research) in XML corpus, based on 
the balancing of a document terms improves the IR.  However, 
silence in the resources return remains a concern.  Operating a 
weak ontology described by RDFS can improve the percentage 
of relevant return of documents.  The use of semantic 
relationship between pairs of synonymous modeled concept by 
graphs enables to take into account the meanings of the terms in 
a RDFS corpus. This model allows us to consider some types of 
structural information by exploiting the semantic properties, 
particularly the synonyms and abbreviations. What considerably 
improves the performance of the SIR (Systems of Information 
Research).  Experiments on a collection of documents were used 
to evaluate our model.    

Keywords: structured IR, SIR, ontology, RDFS, BM25, 
synonyms. 

1. Introduction 

The explosion of data volume and the improvement of the 
storage capacity of databases were not supported by the 
development of analytical tools and the IR to exploit this 
mass of information. The achievement of intelligent 
research systems has become a matter of urgency or even a 
necessity. Research methods based on the key-words are 
not accurate enough for the description of the text content.  
Given the increasing number of documents on the web, 
several models of SIR are created. Indeed, the main issue 
of the SIR is to find the ten or thousand odd relevant 
documents among millions of documents. This utmost 
makes this task even more difficult. There are some 
classical models of information research such as the 
Boolean model [18], the matching score [21], the vector 
model [28], [5], the probabilistic model [6], [22], and so 
on. These models are based on the IR of structured or non-
structured documents. The main drawback of these models 

is that they generate a significant silence [1], [27].  Indeed, 
two words with different syntaxes may have the same 
meaning. For instance: “father” and “dad” or “web 3.0” 
and “semantic Web”. A user seeking information on a 
“semantic Web” will be unlucky to be informed of the 
“Web 3.0”. 
The structure and the content processing are the main 
issues of the structured information research. It is essential 
to obtain highly relevant scores in a graduated scale. In the 
purpose of increasing the research models, various 
strategies are implemented so as to be grafted. These 
strategies use various sources of evidence: semantic 
relationship defined in the thesaurus , classes and 
contextual use of the concepts, research results, relevant 
judgments of the users, element of the information theory, 
heuristics [3], [16], and [14]. 
The semantic relations provides a great advantage in IR, it 
allows exploiting the meaning of the concepts in the 
ontology, these latter being constructed with structured 
languages such as the XML (Extensible Markup 
Language).  Several works have been done in IR with the 
format XML documents. The well-known are the works of 
TREC [1], [4] and [12], INEX [27], [13], then project 
WorldNet [7], [29] and MESH [31], they are ontologies  to 
facilitate  IR [26] and  [33], by using  the similarity 
distance between concepts. However, XML documents 
cannot efficiently operate on the meaning of terms.  
Concerning the approach presented in this paper, the 
consideration of semantic in a weak ontology is exploited. 
These resources are described in the RDFS language 
(Resource Description Framework Schema). RDF is a 
markup language which has the advantage of describing 
objects.  It was standardized in 1999 (by a W3C 
recommendation) [10]. It enables human beings to read 
multiple metadata schemes as well as their analysis by 
machines. It uses XML to express a structure allowing the 
metadata communities to define the real semantics.  The 
RDFS is an extendable language knowledge representation 
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[11].   The RDFS resource is characterized by a content (of 
the text) and a structure (tags).  However such documents 
cannot be efficiently exploited by the classical methods of 
IR. Indeed these latter treat a document only in terms of its 
content (key words), whereas XML and RDF are used to 
add structural constraints (tags). From time to time this 
requires to adapt the classical methods of IR or introduce 
new mechanisms in order to well exploit the meaning of 
the terms of the document. 
This paper is organized as follows: in addition to the 
introduction, the first part develops the problematic and 
gives a state of the art XML documents in IR. The first 
contribution of this paper is the suggestion of a formal 
operational, semantics in a light ontology described in 
RDFS, presented in the second section. Then, considering 
explicitly the semantic of the terms of documents, we 
calculate the relevance score of a term paper and the 
document containing it.  In part 4, we evaluate our model 
by an experiment on its corpus. 

2. State of the art. 
 

2.1. problematic 

The basic question is: how must the information of the 
structured XLM or RDFS documents be indexed in order 
to respond efficiently to a request?  
By focusing on the structure, we can identify some specific 
issues related to XML. It doesn’t consider the semantics in 
terms of the documents [27]. Indeed, following a request 
from a user, only documents containing the query terms 
will be ranked and then returned. The problem is then: how 
to define a formalism which will reduce the silence by 
returning the documents containing the demanded requests 
and their synonyms? Can we combine the silence reduction 
and the improvement of the documents returned by the 
system?  It’s all these questions we will try to answer in 
this article.  

2.2. Some research work   

The research of a document on the web is based on the key 
words. In fact, the relevance of a web resource for a given 
query depends on one hand, on the weight of the query 
words, and on the frequency of the occurrence of words on 
the other hand. 
Generally speaking, the web resources are not structured, 
the most existing used methods in IR are: Boolean method, 
vector method, Page Rank method, BM25, and so on.   
The IR process role is to establish a correspondence 
between the relevant information sought by the user, 
usually represented through a query, and the set of 

available documents. It is based on two essential steps: the 
indexing phase and the research phase. 
The indexing phase focuses on the documents and requests 
analysis in order to create a representation of their textual 
content which should be usable by SIR. Each document 
(and research) is then associated with a descriptor, 
represented by a set of the extracted indexing terms. 
The research phase aims at connecting the indexing of the 
documents with the user’s request. It is based on a precise 
formality defined by a model of IR. The documents 
presented as a result to the user, and considered as the 
more relevant, are the ones which indexing terms are the 
closest to those of the request. 
Many works have been done in the finding structured or 
semi-structured resources [3], [17].   XML documents are 
used in the background (words) and forms (tags). These 
principles have already been used separately in research 
INEX [14] and [11] and in other research work using the 
balancing of the tags [8]. Therefore, the XML research 
works done have sought not only to identify some more 
concise information units but also to use these markers to 
detect the information in a more appropriate response to a 
need of information. As a result, the relevance of a 
resource (Fig.1) not only depends on the frequency with 
which the request terms appear, but also on the weight of 
the tags which mark these words in the document. 
Generally speaking, any SIR has two basic purposes:  find 
all the relevant documents, and reject all the irrelevant 
ones. These purposes are evaluated by the measures of 
recall and precision. 
 

 
 
 
    
 
 
 
 
 

Fig. 1 Precision and Recall 
 
In works [15] and [12], the tags judged important as well 
as their weights are selected manually. For instance in 
work [12], the weight of the “title” tag is set to 2 and the 
one of the “abstract” tag to 1.5.  Another method in [9], 
consists in automatically taking these weights.  For 
instance [12] and [2] use the genetic algorithm, whereas 
[32] uses techniques based on simulated annealing. In the 
case of a set of structured documents, the weight of 
resources is obtained by combining the weight of words 
and tags. 
Let  Nr  be the number of documents re turned by  the 
system for a given query,  Np, the number of relevant 

Relevant documents returned by the SIR. 

Relevant documents  

Document sent by the SIR 

Collection 
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documents in the collection for this query and Npr, the 
number of relevant documents returned by the system .  
Precision and recall are given by the following formulas: 
Precision measures the proportion of the relevant 
documents restored by the system. It is expressed by:  

 

Precision =  pr

r

N
N

                             (1) 

The recall measures the proportion of relevant documents 
restored by the system related to the set of relevant 
documents in the basic information. It is expressed by: 
 

Recall = pr

p

N
N

                              (2) 

 
By these formulas, silence and noise rates are given by the 
following formulas: 

Silence =1─ Recall        and    Noise = 1─ precision    (3) 

In the case of an ideal system, the precision rate is equal to 
the recall rate that is all the relevant documents are 
selected. 
In the model we present, the structure and the meaning of 
the documents are operated at two levels: 

•  Logical structure and layout: the tags are used to 
determine the granularity of the index, so the 
granularity of the elements the system will likely 
return. The weight of each of the tags is expressed 
by learning. 

• Formalization of the semantics: the terms with the 
same meaning are linked by a relation R. they are 
measured weighted in accordance with the R 
relation. 

At the query step, the probability for a resource to be 
relevant is estimated by combining the weights of the  
words it contains with the weight of the tags which label 
them. 
In the next section, we present a light ontology described 
in RDFS, then we will find the formality enabling to 
consider the meaning of the terms by the SIR. 
 
 

3. The ontology built with lightweight RDFS 
 
3.1. The  RDFS language  

Most of the standardized languages by the W3C as parts of 
the semantic web are WML dialects; this is the case of 
RDF and RDFS we are going to deal with in this article.   
RDFS provides some basic elements for defining 

ontologies and vocabularies for structuring the RDF 
resources [10].  The language SPARQL (SPARQL 
Protocol and RDF Query language) is a query language for 
the RDF.  Just like SQL for relational databases or XQuery 
for XML documents, this language is used to extract 
information from the RDF documents. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Architecture of the semantic web 
 
More specifically, the semantic web is based on an 
architecture called the Semantic Web Stack (see Fig.2). It 
essentially deals with an illustration of the languages 
hierarchy (XML, RDF, RDFS, OWL, and so on) used in 
the semantic web.  It’s important to notice that all these 
technologies have been standardized in the last decades by 
the W3C consortium to permit the passage across the 
semantic web.  We can also notice that from the bottom of 
the stack down to this ontology, all the documents have 
been accepted and standardized. 
The ontology construction requires a consensus in order to 
avoid the lexical disambiguation, due to hyperonymies and 
polysemies.   The light ontology constructed in RDFS is a 
graph in which inferences can be exploited. 
RDFS descriptions are presented as oriented graph (see 
Fig.3 and Fig.4).  There are various notations of RDFS 
graphs. The simplest one is the N-Triples, according to 
which the RDFS graph is represented by a collection of 
triplets [11] with the following abbreviated form: 

ex : Patient         rdf : SubClassOf          ex : Person 

This graph means that: “a patient” is described as a “sub 
class” of “persons”.  

3.2. The light weight  ontology in RDFS 
semantics 

RDFS extends RDF language to describe more precisely 
the resources used to label the graph. For that, it provides a 
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mechanism to specify the classes whose resources will be 
instances like properties.  The use of this set of theories to 
describe these models has two interests: the generic of set 
notion based on mathematical basis and its universality that 
is the semantic domain is for experts in this field. 
 RDFS resource can also be translated into a formula of the 
positive logic (without negation), conjunctive, and 
existential of the first order (without functional symbols), 
which models are the same with those defined by the direct 
semantic in the theory of models (see [19]).  However, the 
extension to RDFS only provides primitive mechanism for 
specifying these classes. 
In our approach, RDFS is enough to warrant the 
construction of a lightweight ontology describing some 
synonymous concepts.  In this work, the literals will have a 
particular importance since they contain words whose 
scores are used by the SIR.  
Let’s consider the two RDFS below graphs representing 
the resources describing some diseases in the medical 
field. 

 
 
 
 
 
 
 
 
 
 
 

                Fig.3 Resource 1                                    Fig.4 Resource 2 
 
The abbreviated N-triple entry of the two graphs, an 
inference on the concepts see [29] and [30]. So the two 
examples bellow: 

    ex: Affection   rdf :type      “Yellow Fever” 
    ex: Affection   rdf: type      “Amarile’’ 

Let’s suppose that these two RDFS graphs in are from the 
same ontology of a medical research. At the request of a 
user, who seeks documentation of Yellow fever, document 
n° 1 will be returned because it has a literal containing the 
term “Yellow fever”.  Document 2 will not be returned 
because it no longer contains the term “Yellow fever”.   
Our approach consists in reducing the silence during the 
return of the relevant documents by the SIR.  Knowing that 
“ Amarile” stands for “Yellow fever” the following 
equivalence can be written: 

  IF  rdf : hasSynonym    rdf : type    rdf : SymmetricProperty 
  AND  ex : Amarile   rdfs : hasSynonym     ex: yellow_fever 
 THEN  ex : yellow_fever  rdfs : hasSynonym   ex : Amarile                                                                                          
  
Thus, according to this algorithm, it is possible to infer the 

terms of a document.  Although the vocabulary with which 
to build ontology in RDFS is limited, it is possible to 
infer the concepts [19] and [20], and formally justify that 
two concepts are equivalent. The query 
language SPARQL is the RDFS whose syntax is: 
 
  SELECT ? Subject ? Object 
                WHERE { 
                              ? subject rdfs: subClassOf? object. 
                                } 

4. The  database of synonyms  
 
4.1. Properties of the relation of synonymy. 

The database of synonyms will be composed of a set of 
couple of words. These couples will be composed of  
words and their synonyms or their abbreviations such as: ( 
Web_3.0,  Web semantic),  
(Amarile,Yellow fever) or even (PC, Personal Computer), 
and so on. In some situations, a term may have various 
synonyms, so the exploitation of the synonym relationship 
noted syn ( ) will solve this problem. In our approach we 
use the pure synonymy defined by: 
Two lexical units are in a pure synonym relation if any 
occurrence of one can be replaced by the occurrence of the 
other in any environment without changing significantly 
the meaning of the statement in which it is. Let S be the set 
of synonym terms, ∀ A, B ∈ S syn (A, B) means that the 
term B is the synonym of term A. The synonym relation 
thus defined checks if: 
 reflexivity :      syn(A,A)   ∀ A∈ S ; 

 symetry :     syn(A,B) ⇒  syn(B,A)  ∀ A, B∈ S ; 

transitivity: syn(A,B), syn(B,C) ⇒ syn(A,C) ∀ A,B, C∈ S. 

So the relation of pure synonym is a relation of 
equivalence. It allows the construction of classes of lexical 
units taking into account all the word which are ynonyms. 
These synonyms will be grouped in the database of 
synonyms. 
The synonym relation enables to select in the database of 
synonym all the synonyms of a term. When the system 
receives an event (query), it searches simultaneously the 
“key” terms in the database of synonym.  As soon as a term 
is found, then the other element of the couple is considered 
as the synonym of the term query. Thus, the synonym 
terms enrich the query in order to take into account the 
semantics.                   
The particularity of our approach is that it takes into 
account the various synonyms of the query key terms, so 
the database of synonyms will have a great importance. For 

  ex : disease 

 rdfs : ressource 

yellow fever 

rdfs : Domaine rdfs : SubClassOf 

rdfs : SubClassOf 

rdfs : Type 

  ex : Affection 
  ex : Affection 

 rdfs : resource 

  amarile    anemia 

rdfs : SubClassOf 

rdfs : Type rdfs : Type 
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the enrichment, two basic methods are considered: 
 

- First, it is manually created by  experts is this 
domaine, preferably those that will create the 
knowledge base (see Fig.5). 

- Then a learning method that allows the automatic  
addition of new synonyms for user input. This can 
offer synonyms for certain query terms, which 
will be subject to registered and subsequently 
used by the SIR. 

It is important to have a minimum consensus on the 
definitions of the field in order to avoid problems of 
polysemy and hypernyms. Since the performance of the 
SIR depends on the one hand, on the response time of the 
system and also the quality of answers that is to say, the 
relevance of the documents that will be returned. 
 
Definition 1: Let I and J be two sets of the finite integers,  

ρ i = ><
∈

iii
i

oPs ,,
I
   is a collection of triplets of a 

resource, and  O = ikρ
Jk∈
   , a set of all the resources 

describing an ontology of documents in RDFS field.  

 
Remark 1: The  objects are subjects or literals.  In our 
approach we look for terms in the literals.  As a result, the 
literals play an important role in our approach to SIR. 
There, ρ1 = <s1, P1, o1 = {4t1, 2t2, t3, t4}>, a triplet of a 
resource which object is the literal with terms.   The literal 
shows that the resource contains   four times term t1, twice 
term t2, and once terms t3 and t4.Without losing general 
information, we will simplify the writing of the resources 
by the following:  

∇ 1 = {4t1, 2t2, t3, t4} 

To show that document ∇ 1 contains   four times term t1, 
twice term t2, and once the terms t3 and t4.   
 
Definition 2: Let I ∈ {1, 2, …, n} and J ∈ {1, 2, …, m}.  
ρ j = ><

∈
ii,i

Ii
o ,P ,s    be a document in the format of a 

collection of  RDFS triplet. We call representative of ρ j the 
set ∇ j of all the terms of the documents. 

4.2. Approach of the system model of  
information research. 

The search of relevant information which responds to the 
need of a user consists in corresponding the representation 
of the information contained in a document collection with 
those of the user’s need. In the figure below (Fig.5), we 
present an architecture of our SIR model in the form of the 
“U” process.  This process manipulates some documents 

collection, a database of synonyms and some user’s needs 
for search from a collection of documents, those which 
best meet a user’s need. 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 

Fig.5. Conceptual architecture of the SIR. 
 

The process of SIR is shown in Fig.5: (1) a user formulates 
his information need as a query, (2) this query is analyzed 
and then put in a RDFS format (triplet <s, P, o>). (3) Then 
the obtained description enables to look for synonyms in a 
database of synonyms, which enriches the query with the 
terms of the same meaning. (4) The enrichment of the 
synonym base by experts in the field or by users.  (5)  After 
identifying the synonyms, the indexing is done.  At the 
same time or previously, (6) the RDFS collection 
documents in the knowledge base is also indexed.  Thinks 
to the index (indexed collection and query), (8) the system 
can build the representations, then (7 and 9) mapping of 
the representation of the query with the representations of 
the document in the collection. (10) The calculation of the 
documents scores being done, (11) it returns a list of 
documents considered by the IR engine as relevant 
compared with the user request. 
It is important to notice that in our model, the SIR 
proceeds to the removal of the tool-words (stop words). It 
deals with suppression the words of the common language 
which do not contain more semantic information (example: 
“a”, “the”, “of”). 

In the following paragraph, an evaluation of our approach 
allows checking the influence and advantage of the 
consideration of the meaning of documents. 

4.3. A probabilistic approach of the resources 
representation. 

 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 1, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 229



The relevance of document ∇ j relatively to a query Q 
depends on the weight of the terms which appear in the 
document and in the request.  We note wji the weight of 
term ti in the document ∇ j. Let suppose that the weight of 
the ti term in Q equals to 1 (the ti term appears once in the 
query). 

We define as Xj a vector of random variables and, 
xj = (xj1, ..., xji, ..., xjn)  a realization of this vector Xj, with 
xji = 1 (resp .0). If the term: ti appears (resp. doesn’t 
appear) in the document ∇ j. 

Given these notations, let’s consider  as the relevance of 
Xj based on the weights of the terms and U the universe of 
representative terms collection.  is given by the score : 
 

π (xj) = ∑
∈

×
QUt

jiji
i

wx


                               (4) 

 
The BM25 weighting scheme (BM stands for “Best 
Match”) which has been developed by [22], and then 
BM25 OKAPI in [28] and [23], is a weighting scheme 
based on the probabilistic model. They use the probability 
distribution of  2-Poisson. 

Several versions of this formula have been suggested, and 
BM25 is a compromise on the nature and the length of the 
documents and the queries. This formula has been set on 
the corpus of the TREC competition.  The apparent 
complexity of the formula (compared to the vector model), 
and its high efficiency (this formula is currently one of the 
most successful) well shows the advantages of the 
probabilistic model. Below is the BM25 formula which 
enables to calculate the weight wji  of a term ti in a 
document ∇ j. 

∀ k1, b ∈ ℝ  

0,5)(dl
0,5)dl(Nlog

ndlbb)((1ktf
1)(ktf

w
i

i

1ji

1ji
ji +

+−
×

×+−×+

+
=   (5) 

With: 

 tfji  : the frequency of ti in the document ∇ j. 

• N  : the number of documents in the collection 
• dli  : the number of documents with the term ti  

• ndl =
idlavg

idl
−

: the ratio between the size of the 

document and the avg (average) size of the 
elements (in terms number) 

• k1 and b : the classical parameters of  BM25 

Parameter ki permits to adjust the overloading of tfji , and 
parameter b is used  to adjust the focus on  ndl, that is the 
importance of standardization of the items size. We will 
take kj=2 and b=0,75. 
Let’s notice that we will choose kj and b so as BM25 will 
be a non-linear function compared to the terms frequency 
as stipulated by [9]. 
The weight of the ti term of the request, called wQi takes 
into account the appearance number of term ti in the 
request tfQi, and a parameter k2, of  value equals to 8 
(found in experiments).  
 

Qi2

2Qi
Qi tfk

1)(ktf
w

×
+×

=                                (6) 

Let ∇1 = {4t1, 2t2, t3, t4} be the representation of a 
document ∇1 and Q = <s ; P; { t1, t2}>  a user request. We 
consider ∇Q = {t1, t2} as a representative of the request. 

In our approach, we also consider the meaning of the query 
terms. Let ti be a term representing ∇Q ∗

ikt
 
the tk  term 

representing ∇ j  as the synonym of ti.  The SIR will look 

for the concepts ti  and ∗
2,4t  ( syn(ti, 

∗
ikt ) ) in the different 

documents. Indexing will be done with the BM25 formula 
with a change in the calculation of the tfji frequencies of 
the ti term in a representative ∇ j.  

                     
j

t

*
iki

ji
jk

nn

tf
∇

+

=

∑
∇∈                             (7) 

With:  

• ni : the number of terms in the representative ∇ j ; 

• *
ikn : The number of  synonyms of the ti term in 

the representative ∇ j ; 

• j∇ : The sum of all the terms of the 

representative ∇ j. 

So, tfji is the arithmetical average of the number of words 
having the same meaning in the resource ∇ j. We can 
deduce from it the following remark:  

Remark 2: Let’s focus on *
ikn , the number of   synonyms 

of  the term ti in the representative ∇ j . 

• When ∗
ikn = 0, we have the formula for BM25. 
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• When ∗
ikn ≠ 0, the representatives with t i  and  tk  

as terms will have their scores improved. 
• The representatives with tk term and not the ti 

term will no longer have their nil score. 
 

5. Evaluation of our approach 
 

5.1. Score concepts 
 

To evaluate our approach, we’ll consider the 
universe representatives collection terms: 
U = {t1, t2, t3, t4, t5, t6}. In this universe it is assumed 
that t2 and t4 have the same meaning doing . Learning will 
allow the system to identify the literal meaning like  the 
same. The query representative ∇Q = {t1, t2}. 
Let the following representatives be  ones of a corpus of 12 
documents in RDFS: 

∇1 = {t2, 5t3, 7 ∗
2,4t , 2t5}, ∇2 = {5t1, 3t2, 7t5, 2t6}, 

∇3 = {t1, t2, 3 ∗
2,4t , 2t5, 5t6}, ∇4 = {2t3, 8 ∗

2,4t , 2t5, 8t6}, 

∇5 = {10t2, t3, 2t5}, ∇6 = {2t1, 7t3, ∗
2,4t , t6}, 

∇7 = {5t1, 3t3, 2t5},  ∇8 = {t1, t2, 4t5}, 

∇9 = {t1, t2, t3, ∗
2,4t , t5, t6}, ∇10 = {t1, 4t5, t6}, 

∇11 = {3t1, 5 ∗
2,4t } et  ∇12 = {2t2, 7 ∗

2,4t , 3t6}. 
The calculation of the representative scores terms lead to 
this document, we have the graphs below for the query Q. 
This score gives the first performance of the various 
documents by the BM25 method. From Fig.6, the relevant 
documents are respectively: ∇ 2, ∇ 9, ∇ 8, and ∇ 3. 
In the same figure, the synonyms of query terms Q are 
taken into account. Indeed, terms t2 and t4  have the 
same meaning with the document containing them, they  
are calculated accordingly. We obtain the following 
graph below: 

 
Fig.6 Score of the documents according to BM25 method and our 

approach. 
 

The observation of this curve suggests that some 
documents with nil scores now have good scores. The 
relevant documents are in the following order: ∇11, ∇2, ∇9, 
∇3, ∇8 et ∇6. 

The consideration of the meaning of the terms increases 
the number of relevant documents and reduce the silence.   

5.2. Probability of relevance of a concept 

The SIR evaluation is a main issue on which the IR 
community has worked a lot. INEX (Initiative of the 
evaluation of XML retrieval), TREC (Text Retrieval 
Conference) and CLEF (Cross Language Evaluation 
Forum) designed for flat documents (see [4], [12], [24] and 
[25]). These evaluation campaigns of the SIR enabled a 
comparison as strict as possible of the systems of 
information research in the XML collections-oriented 
documents. 
The return of the documents as an answer to a user need is 
based on the “Probability Ranking Principle (PRP)”, 
stimulating a better performance of the system when the 
documents are returned in a decreasing number of their 
relevance. 
In our approach, we will use the evaluation methods 
advised by the INEX, in which measures based on the 
recall-precision curves are widely used. 
The probability for a document ∇  to be relevant for a 
given query Q , for measuring the performance of the SIR. 
For this purpose, we have two events:  

• R , the event, the document is relevant for Q; 
• NR, the event, the document is not relevant for 

the query Q. 

The recall also measures the probability for document ∇k  
to be selected, knowing that it is relevant: 

Recall l = P(tik=1|R)                          (8) 

The precision also measures the probability for a document 
∇k to be pertinent knowing that it is selected:  

Precision = P(R| tik=1)                         (9) 

In practice, we must estimate the probability pik and qik , 
 i ∈ {1, .., n}, k ∈ {1, .., m} where: 

• pik : the probability for ti to appear in the 
document ∇k, knowing that a relevant document. 

• qik : the probability for ti to appear in the 
document ∇k,  knowing that a non relevant 
document. 

To make the evaluation of the ∇ k documents possible,  pik 
and qik must be estimated on a set of pre-definite queries. 
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Given the set R ( resp. NR) which has the relevant 
documents, and ( resp. irrelevant),  (see Table 1 ) the 
contingency can be constructed for each ti term  of the 
document we have . Given the consideration of the 
synonyms, we have the equalities below: 
We write: 

 ∑=
∈Ii

*
ikik nμ  the sum of the various synonyms of  ti in the 

document ∇ k . 

R
rp ik

ik =    and  
R

rR
p1 ik

ik
−

=−
                 

  (10) 

 RN
rμn

q kiiki
ik −

−+
=                            (11) 

 

and   
RN

rμnRNq1 ikiki
ik −

+−−−
=−                     (12) 

Hence the following table. 
 
Table 1. Under the contingency documents 

 
 Relevant (R) Non relevant (NR) Total 

t i ∈ Dk rik ni+μ ik -rik ni+μ ik 

t i ∉  
Dk 

R-rik N-ni-μ ik-R+rik 
N-ni+ 

μ ik 

Total R N-R N 

 
Table 1 enables to construct the recall/precision curve. The 
recall measures the capability of the system to find all the 
relevant documents and the precision measures its ability 
to find only relevant documents. The measure of the 
silence evaluation is a complementary notion to the recall, 
it is defined by; 

S = 1 – Recall and S = 1 - 
R
rik

                     
   (13)  

• Where S is the silence. 

This measure is in the interval [0,1].  It also evolves 
toward to 0 (for rik evolves toward to R) for the best SIR. 
To examine efficiently the results, we calculate the pair of 
measures (recall rate, precision rate) for each returned 
document. Table 1 illustrates some calculations of 
precision and recall for the first ten documents returned by 
a system for a different query, for which the collection 
contains 4 relevant documents ( in first BM25model) and 5 
relevant documents (in our approach, BM25 conceptual). 
The associated recall-precision graphs are drawn on Fig.7. 
As we can notice it in Table 1, several precision values can 
correspond to the same point of each recall.   In order to 
have curves which are easy to read, we generally present 
the interpolated precision calculated at each point of the 

recall (which means that each relevant document is 
returned). 
The perfect system will only find the relevant documents 
with a precision and a recall of 100%.  In practice, the 
precision and recall measures increase inversely, which 
means that the interpolated curve according to the recall 
decreases. The higher the curve is, more performing is the 
system. We consider the 10 first referred documents. 

 
Fig.7 Curve of Recall / Precision 

 
By comparing the rates of precision and recall of the 
suggested collection, we can notice that by integrating the 
meaning of the terms in our indexing system, we have 
better performances compared to the best results obtained 
by using BM25. In fact, the integration of semantics into 
the indexing system has shown a real influence on the 
performances of a SIR. 

6. Conclusion 

The web is considered as the first source of information all 
over the world, and the search for relevant information is 
viewed as one of the new needs of the information society. 
The interest in consulting this media is linked to the 
efficiency of the information research engines. 
In this article, we have presented a new approach of the 
consideration of the RDFS structure for IR. We not only 
consider the structure so as to define the types of RDFS 
elements indexed by the system, but also the semantic of 
the field concepts. In fact, a consideration of the semantic 
permits to diminish the silence in the system while 
increasing the recall.  It allows improving the precision of 
the SIR through the addition of a data base of the synonym 
terms. 
During the questioning phase, the calculation of term 
relevance for a query is a combination of the weight of the 
required terms with their synonyms in the resource. 
The main contribution of this work consists in modeling 
the capability of the system to identify the synonym terms 
and highlighting them, in accordance with the reviewed 
probability BM25 model. In doing so, the regulation of the 
score of the documents is done almost automatically.  
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The enrichment of the query enables to understand the 
research well and have results coming from the research of 
the synonym terms. 
The second contribution of this work is the experience of 
the BM25 models in the context of the IR conceptual 
described in the RDFS language. 
First of all, we have evaluated our model with a corpus of 
12 documents. Our experiment consists in comparing the 
classical BM25 model and the BM25 adapted to the 
conceptual model. 
Our approach gives the best results compared to the recall 
and the precision.  Therefore it is more performing in a 
particular context and it will be interesting to take great 
advantages of  the documents it offers. 
In addition, the positive results of our SIR model pave the 
way for interesting prospects as the presentation of the 
result to a user is concerned. Our model brings a partial 
solution to the problems arisen into 2.1. This model could 
be improved by optimizing b and k parameters b and ki of 
the BM25 formula of our conceptual approach, or to use 
the weight of the markup  and the weight of the subjects, 
predicates in triplets < s, P, o > of RDFS. Then, it will be 
interesting to automate the construction process of the 
database of synonyms entirely.  
The research system based on a conceptual representation 
of documents and queries are promising since they go from 
the symbol level (“characters chain “ ) to the conceptual 
one. What will enable them to raise (or slash) the 
morphological constraint of the synonymy and the 
polysemy which are known since a long time in IR as 
generative of silence and noise. 
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