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                              Abstract 
This paper proposes a model which improves the speed of 
the pipelining mechanism therefore increasing the speed of 
the processor. Superscalar operation is used to get 
maximum throughput from the processor using the 
pipelining concept. This proposal can be considered as the 
advancement of the super scalar property in pipelining 
which presently exists. We introduce a concept, using 
multiple instruction queues and a new unit called as 
Identifier unit. The Identifier unit is designed as having the 
ability of the identifying the type of the instruction which is 
being fetched and separating it based on its types thus 
creating separate segments of execution, which in turn 
increases the speed of the processor. Moreover we have 
implemented separate decoding and the executing unit for 
each type of the instruction segments.  
Keywords: Pipelining, Superscalar property, Identifier 
unit and Multiple Instruction queue.  

 

1. Introduction 

In a computer system the work of the processor is to 
execute the instructions given by the user. The 
processor executes the instructions in different 
fashions. Olden days the machine level instructions 
were executed in serial fashion which took lot of time 
the Pipelining mechanism is used achieve high 
execution rate in a processor. Superscalar operation is 
used to improve the speed of the processor.      

Nurture IDR segmentation and multiple instruction 
queues in superscalar pipelining processor, is a model 
which is the modification of superscalar property. 
This model can enhance the speed of the pipelining 
processor. The core idea of this process is 
segmentation of the machine instructions which is 
being fetched from the fetch unit based on its type 
and storing it into separate instruction queue for each 
type, thus forming multiple instruction queues. 

Pipelining is the first concept which is to be known in 
detail to understand the working of the Nurture IDR 
segmentation and multiple instruction queues in 
superscalar pipelining processor. Moreover the 
superscalar operation and the processing of the 
instruction through it, is important because it is the 
base of the proposed system. The implementation of 
Nurture IDR segmentation and multiple instruction 
queues in superscalar pipelining processor is aimed at 
increasing the speed of the superscalar pipelined 
processor. The working of each unit of the proposed 
system such as fetch unit, identifier unit, decode unit, 
execute unit and write unit are explained with 
sufficient information of its design and working. The 
new concept of Nurture IDR segmentation and 
multiple instruction queues in superscalar pipelining 
processor will definitely create an evolution in the 
speed of the superscalar pipelined processor.  
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2. Pipelining 
The olden processors used the sequential technique to 
execute the instructions. The instructions were 
fetched and executed one by one in serial fashion, 
which took lot of time. Once the instruction is being 
fetched by the fetch unit it is executed by the 
execution unit during the execution of the instruction 
the fetch unit is ideal. 

The following diagram Fig: 1 shows the execution of 
the instructions in the sequential execution of 
instruction  

 
                     Fig: 1 sequential technique of execution 

 

This order of execution had many disadvantages 
which lead to the invention of the Pipelining 
mechanism. Pipelining is the concept which has 
separate stages called as the fetch unit, decode unit 
and execute unit and the write unit [1].By using the 
pipelining the time taken to execute an instruction    
is faster the sequential order of execution. This made 
the pipelining mechanism to a successful fashion     
of execution of the machine instruction in the 
processor. This mechanism is being used in present 
processors. 

Pipelined instruction processing is a basic technique 
used in the design of micro-architectures [2]. 
Pipelining is method in which the instructions        
are executed in separate stages such as the fetch unit, 
decode unit and execute unit and the write unit.     
The fetch unit will actually read the instruction from 
the memory unit hence fetching it and after which the 
instruction reaches into the decoding unit where      
the instruction is decoded from high level language   
to low level language [1]. Then it enters into the 
execution unit where the ALU performs the 
arithmetic and the logical operations. Finally the 
executed instruction in sent to the write unit to write  

 

the results. Consider the following example to 
understand the working mechanism of pipelining 
concept. In a PC manufacturing company, there are 
different units of people working to manufacture a 
single PC. First the design unit plans the design of   
the PC.     

Then supplier unit supplies the hardware material 
needed, then the assembling unit do the assembling 
work of the hardware which is followed by the 
testing unit so on. Once the designing is over by      
the design unit for the first PC it proceeds to the   
next. Pipelining overlaps the execution of multiple 
instructions within a functional unit, much like        
an assembly line overlaps the steps in the 
construction of a product [3]. 

In the processor there are different units, which are 
listed as follows: 

 Fetch unit 
 Decode unit 
 Execute unit 
 Write unit  

Pipelining is controlled by the clock whose period     
is such that the fetching, decoding, executing and 
write steps of each instruction can be completed in 
one clock cycle [1].          

The following Fig: 2 show the process of pipelining 
mechanism in a processor with clock cycle. 

 
              Fig: 2 Pipelined Instruction executions in four steps 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 6, No 1, November 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 128



 
3. Superscalar operation 
 
Before the invention of the superscalar operation the 
execution of the instructions was done in sequential 
order which consumed a lot of time and ultimately 
resulted in the speed of the processor which was very 
slow in the execution process.  

The following Fig: 3 show the execution of the 
instructions in without using the superscalar 
mechanism. 
 

 
                 Fig: 3 normal execution of instruction 

Superscalar processors include multiple functional 
units, such as arithmetic logic units and floating-point 
units. This enables the processor to exploit 
instruction-level parallelism (ILP), executing    
several independent instructions concurrently [3]. 
 
The key concept of superscalar operation os using of 
two separate execution units due to which the time of 
execution is fast than the normal pilelining processor. 
There buffers are used to store the instruction from 
the decode unit and the execution temperorily before 
they reach the next unit of processing mechanism. 
 
Under the superscalar operation there are the 
following process [1].  

 Out-of-order Execution. 
 Execution Completion 
 Dispatch Operation 

 
Pipeline makes it possible to execute instruction 
concurrently [1]. Instructions are present in the 
pipelining at the same time, but they are in different 
stages of their execution [1]. While one instruction is 
performing an ALU operation, another instruction is 
being decoded and yet another is being fetched from 
the memory [1].  

 
 
The front end of the processor is responsible for 
fetching instructions from memory and supplying 
them to the issue stage [4]. First the instruction is 
being fetched from the memory and in the instruction 
fetch block show the function of the fetch unit. It is 
followed by the instruction queue in which the 
instructions are stored in a queue waiting to be 
decoded. Then buffer are used to store the decoded 
instructions temporarily followed by two execution 
units namely, 
 Floating point unit 
 Integer point unit 

 
The following Fig: 4 show the block diagram of the 
Superscalar property using the processor with two 
execution units. This gives the mechanism of the 
superscalar operation in a processor. 

 

 
                          Fig: 4 Superscalar operations 
 
By using separate execution improves the speed of 
the processor. Calculation of the instruction per cycle 
throughput (IPC) of superscalar processors [4] is very 
important to know the speed of the processor. High 
performance superscalar processors dynamically 
predict branches and execute instructions along the 
predicted control flow path [5]. Thus by using this 
mechanism the speed and the potential of the 
processor were increased. 
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4. Nurture IDR Segmentation and 
Multiple Instruction Queues in 
Superscalar Pipelining Processor 

In Nurture IDR segmentation and multiple instruction 
queues in superscalar pipelining processor, we have 
introduced a new unit named as the Identifier unit. 
When the instruction is fetched from the memory by  

 

The fetch unit it enters into the identifier unit which 
identifies the type of the instruction and separates the 
instructions by creating individual segments of 
executions. Once the instruction type is identified it 
enters into its corresponding instruction queue then 
followed by the decoding unit and the executing unit. 
When the execution is completed it reaches into the 
write unit.  

 

       

                                                        Fig: 5 Proposed Nurture IDR segmentation and multiple instruction queues 

Identifier unit can be considered as the heart of the 
entire Nurture IDR segmentation and multiple 
instruction queues in superscalar pipelining processor 
shown in Fig: 5. Because when it separates the 
instruction and sends it corresponding instruction 
queue the time consumed is very less and ultimately 
the speed of the processor increases. While an 
instruction of one type is being processed, the next 
instruction is fetched and identified and separated and 
so on. By doing this the performances of the 
processor can be definitely improved. In Nurture IDR 
segmentation and multiple instruction queues, 
multiple instruction queues are used here to store 
different types of machine instructions in each queue. 
So lot of instructions are fetched and identified and 
stored in the corresponding queues.  

The number of queue depends on the number of types 
of machine instruction. Each queue sends the 
instruction to the corresponding decode and 
execution units. 

4.1 Fetch unit 

 Instruction Fetch unit fetch the instruction from the 
memory [1].Every fetch operation sends one 
instruction to the Identifier unit through directly 
transfer. Only after sending an instruction to the 
identifier unit the fetch unit will fetch the next 
instruction. Fetch unit will fetch the instruction       
one by one from the memory. If pre-fetching is not 
used, the fetching and the decoding widths will be 
equal; the instruction fetcher has the responsibility    
of determining the new instruction counter [6]. Fetch 
throughput by addressing can be improved by three 
factors: fetch efficiency, by partitioning the fetch unit 
among threads; fetch effectiveness, by improving the 
quality of the instructions fetched; and fetch 
availability; by eliminating conditions that block the 
fetch unit [7].Conventional instruction fetch 
mechanisms fetch contiguous blocks of instructions 
in each cycle. They are difficult to scale since taken 
branches make it hard to increase the size of these 
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blocks beyond eight instructions. The wider the fetch 
unit, the more likely it is that fetch slots will be 
wasted because of discontinuities in the instruction 
stream [8].Only when the fetch unit functions without 
any interruption the instruction will be transferred           
to next unit through which the speed of the processor 
can be maintained. Here in this Nurture IDR 
segmentation and multiple instruction queues  
concept after fetching the instructions are forwarded 
to the identifier unit where the type is identified  and 
the stored in corresponding instruction queues. If the 
speed of the fetch unit is high obviously the speed of 
the processor will also be high.  

 
4.2 Identifier unit 

The identifier unit is the main important unit in which 
major operations takes place. In this proposal we 
have tried to throw light on the idea of segmenting 
the machine instructions before decoding by using 
the Identifier unit. Segmentation takes place on the 
bases of the types of the instructions.  

The list of few instructions types commonly used are 
shown as follows: 

 Arithmetic instructions  
 Logical instructions 
 Jump instructions 
 Data transfer instructions  
 Boolean variable instructions 
 Machine control instructions 

These are most common types of instructions used in 
the programming. The identifier unit identifies the 
instructions based on the above types and sends it to 
the corresponding instruction queue and decode and 
the execute unit finally to the write unit store the 
results. The identifier unit plays the important role in 
Nurture IDR segmentation and multiple instruction 
queues in superscalar pipelining processor. The 
process of segmentation takes place in the identifier 
unit. It must identify the type of the instruction and 
send in the respective type of the instruction queue by 
which we are increasing the speed and this type of 
operation can store a large number of instructions in 
the instruction queues because there are separate 
queue for each type of instructions.   

 

4.3 Multiple Instruction Queues 
 
In Nurture IDR segmentation and multiple instruction 
queues in superscalar pipelining processor we have 
implemented multiple instruction queues. The 
Identifier unit indentifies the type of the instruction 
and stores it in the corresponding instruction queue. 
This give raise the concept of multiple instructions 
queues in the superscalar pipelining processor           
so large number of instructions can be stored in       
the processor at a time. Hence the processor witness   
high performances rate and an increase in the        
speed in made possible. 
 
4.4 Decode unit 
 
Decoder unit is used to convert high level language to 
machine understandable language. Here we have 
multiple decoders. For each type of instruction there 
are separate decoding unit. Instructions from the 
instruction queues are forwarded to the Decode unit 
based on the instruction types. 
 
The segmentation of the instructions is done before 
the decoding. The decoder module decodes the 
VLIW passed by the memory pre fetch module and 
generates the control signals and register addresses 
for all the seven instructions forming the Very Long 
Instruction Word (VLIW) [9]. Thermometer-to-
binary decoder can     be implemented by various 
approaches, e.g., a ROM, Wallace-tre 
(oronescounter), multiplexer-based decoder, fat-tree 
decoder and logic-based decoder [10]. The main 
concept here is we are identifying the type of the 
instruction before the decoding process.  
 
4.5 Execute unit 

The execute stage performs ALU operations[11].The 
complexity of modern processors [12] has made the 
task of calculating or even bounding the execution 
time of a sequence of operations very difficult  
[13].The units in the execution engine are pipelined, 
though an EU can only issue one instruction per 
cycle[14].In Nurture IDR segmentation and multiple 
instruction queues in superscalar pipelining processor 
we have implemented multiple execution units, 
which have separate execution unit for each type of 
the instruction. The execution is done by the ALU 
individually and finally forwarded to the Write unit. 
The addition of execution units of the same type in 
order to leverage instruction level parallelism [15] .  
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4.6 Write unit 

After the execution the instructions the results of the 
instructions are stored by the write unit. The write 
unit will store the results in the destination location 
[1]. Execution unit will send the executed results 
directly to the Write unit to process the write 
operation in the specified location. The process 
taking place in this unit is the final stage in Nurture 
IDR segmentation and multiple instruction queues in 
superscalar pipelining processor. This model is the 
advanced technique to improve the speed of the 
processor.  

5. Conclusion 

This paper has ultimately focused on the goal of 
increasing the speed of the pipelining processor 
mechanism and segmentation of instructions before 
decoding. The implementation of the identifier unit is 
believed to have an optimistic impact on the speed of 
the processor. The concurrent execution of 
instruction can have tremendous improvement. The 
implementation of Nurture IDR segmentation and 
multiple instruction queues in Superscalar pipelining 
processor will have a promising enhancement in the 
speed therefore reducing the execution time of the 
present pipelining processor. The implementation of 
multiple instruction queue increase the temporary 
storage so many instructions can be stored 
concurrently. 
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