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Abstract 
In order to implement clustering under the condition that the 
number of clusters is not known a priori, we propose in this 
paper ACPSO a novel automatic image clustering algorithm 
based on particle swarm optimization algorithm. ACPSO can 
partition image into compact and well separated clusters without 
any knowledge on the real number of clusters. ACPSO used a 
novel representation scheme for the search variables in order to 
determine the optimal number of clusters. The partition of each 
particle of the swarm evolves using evolving operators which aim 
to reduce dynamically the number of clusters centers. 
Experimental results on real images demonstrate the 
effectiveness of the proposed approach.     
Keywords: Image clustering, swarm intelligence, Particle 
swarm optimization, automatic clustering. 

1. Introduction 

Image segmentation is an important technology for image 
processing, and also is a fundamental process in many 
image, video, and computer vision applications. The goal 
of image segmentation is to cluster pixels into salient 
image regions, such as regions corresponding to individual 
surfaces, objects, or natural parts of [1]. Clustering process 
aims to partition the image into clusters such that the pixels 
within a cluster are as homogenous as possible whereas the 
clusters among each other are as heterogeneous as possible 
with respect to some similarity measure.  
Several clustering methods are provided in the literature 
[2]. They fall into two categories: hierarchical and 
partitioning methods. Hierarchical methods proceed by 
stages producing a sequence of partitions, where each 
partition corresponds to a different number of clusters. A 
hierarchical algorithm yields a tree representing the nested 
grouping of patterns. Partitioning methods obtain a single 
partition of the pixels by moving pixels iteratively from 

one group to another, starting from an initial partition. An 
extensive survey of various clustering techniques can be 
found in [2]. The focus of this paper is on the partitional 
clustering algorithms.  
Hard or crisp partitional clustering [3] and fuzzy 
partitional clustering [4] are two partitioning clustering 
algorithms such that hard clustering assigns each data point 
to only one cluster while fuzzy clustering assigns each data 
point to several clusters with varying degrees of 
memberships. The most widely used hard partitioning 
algorithm is the iterative K-means approach [5, 6, 7]. In 
the K-means algorithm, pixels with similar features like 
gray levels or colors are grouped in the same cluster. The 
clustering is obtained by iteratively minimizing a cost 
function that is dependent on the distance of the pixels to 
the cluster centers. The major problem with this algorithm 
like most of the existing clustering algorithms is that its 
result is sensitive to the selection of the initial partition, it 
may converge to local optima and it requires the a priori 
specification of the number of clusters K.  
To deal with the limitations existing in the traditional 
partition clustering methods, a number of new clustering 
algorithms have been proposed with the inspiration coming 
from observations of natural processes [8].  
In order to remedy the drawbacks of K-means, this paper 
proposes a new automatic image clustering algorithm 
based on a modified version of particle swarm 
optimization. The proposed algorithm, called by us the 
ACPSO (Automatic Clustering with PSO)  effectively 
search for both the optimal cluster centers positions and 
the number of effective clusters, and this with minimal user 
interference.  ACPSO has the following characteristics:  
(1) particles can contain different cluster number in a range 
defined by minimum and maximum cluster number, (2) 
Particles are initialized randomly to process different 
cluster numbers in a specified range, (3) The goal of each 
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particle is to search the optimum number of clusters and 
the optimum cluster centers, (4) Three new evolving 
operators are introduced to evolve dynamically the 
partitions encoded in the particles.   
The paper is organized as follows. Section 2 defines the 
clustering problem in a formal language and gives a brief 
overview of a previous works done in the field of 
unsupervised partitional clustering. Section 3 presents a 
description of PSO algorithm. Section 4 outlines the 
proposed ACPSO algorithm.  In section 5, we present the 
experimental results as well as a comparative study. 
Finally, conclusion is drawn.  

2. Scientific background  

2.1 Problem definition 

The clustering problem can be formally defined as follows. 
Given a data set  { }nzzzZ ,....., 21=   where iz  is a data 
item and n is the number of data items in Z. The clustering 
aims to partitioning Z into K compacts and well separated 
clusters.   
Compactness means that members of a cluster are all 
similar and close together. One measure of compactness of 
a cluster is the average distance of the cluster instances 
compared to the cluster center. 
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where mj is the center of the jth cluster cj and nj is its 
cardinal. Lower value of compactness (cj ) is better.  
Thus, the overall compactness of a particular grouping of 
K clusters is just the sum of the compactness of the 
individual clusters 
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Separability means that members of one cluster are 
sufficiently different from members of another cluster 
(cluster dissimilarity). One measure of the separability of 
two clusters ci and cj is their squared distance.   

jiji mmcctyseparabili −=),(
 

(3) 
where mi and mj are the center of the ith and jth cluster 
respectively. 
The separability of the partition of K clusters could be 
defined as following: 
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The bigger the distance, the better the separability, so we 
would like to find groupings where separability is 
maximized. 

2.1 Unsupervised clustering algorithms 

Clustering can be formally considered as a particular kind 
of NP-hard grouping problem [9]. This assumption has 
stimulated much research and use of efficient 
approximation algorithms. 
One of the most frequently used clustering algorithms is 
the iterative K-means algorithm [10, 11]. The K-means 
algorithm starts with K cluster centers randomly selected 
using some heuristics. Each data item in the data set is then 
assigned to the closest cluster center according to a 
distance measure. The centers are updated by using the 
mean of the associated items. The process is repeated until 
some stopping criterion is verified. Although the k-means 
algorithm has been widely used due to its easy 
implementation, it has two major drawbacks:  it is too 
sensitive to the initial clusters centers and it needs to 
specify the number of clusters in advance. However, in 
many practical cases, it is impossible to determine the 
exact cluster number in advance. Under these 
circumstances, the k-means algorithm often leads to a poor 
clustering performance.   
In the literature, many approaches to finding dynamically 
the number of clusters has been proposed. In [12], the 
ISODATA (Iterative Self-Organizing data Analysis 
technique) was proposed. Like the K-means algorithm, 
ISODATA assigns each item to the closest cluster center; 
however, it adds division of a cluster ic into two clusters if 

the cluster standard deviation of ic  exceeds a user-
specified threshold thdiv, and processing of fusion of two 
clusters if the distance between their centers is smaller than 
another user-specified threshold thmerg. Using this variant, 
the optimal partition starting from any arbitrary initial 
partition can be obtained. However, it requires many 
parameters to be specified by the user.  In [13], the authors 
proposed SYNERACT, which combines K-means with 
hierarchical descending approaches. In [14] Rosenberger 
and Chehdi introduced a new improvement to the K-means 
algorithm. During each step of the clustering process, from 
a set of K clusters, a cluster with the higher intra_cluster 
distance is chosen for splitting into two clusters. Next, the 
K-means algorithm is applied to the (K+1) clusters. The 
iterative procedure is repeated until a valid partition of the 
data items is obtained. Pelleg and Moore [15] proposed X-
means algorithm which is based on the classical K-means 
algorithm with the model selection. Hamerly [16] proposed 
G-means algorithm which splits clusters that not fit a 
Gaussian distribution.    
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Since the problem of data clustering can be easily viewed 
as a complex optimization problem [17], several 
optimization algorithms have been used for optimizing the 
cost function and to find the optimal number of clusters. 
For example, in [18], the authors proposed a 
nonparametric Variable string length genetic algorithm 
(VGA), with real encoding of the cluster centers in the 
chromosome. In [19] a novel variable length GA (VLIGA) 
algorithm which is an improvement version of VGA was 
proposed with a modified mutation function. In [20], 
authors proposed an evolutionary-fuzzy clustering 
algorithm for automatically grouping the pixels of an 
image into different homogeneous regions. The algorithm 
does not require a prior knowledge of the number of 
clusters. The fuzzy clustering task in the intensity space of 
an image is formulated as an optimization problem. An 
improved variant of the differential evolution (DE) 
algorithm has been used to determine the number of 
naturally occurring clusters in the image as well as to 
refine the cluster centers. Bandyopadhyay proposed in [21] 
a Variable String Length Simulated Annealing (VFC-SA) 
algorithm, which applied a simulated annealing algorithm 
to the fuzzy c-means clustering technique and used a 
cluster validity index measure as the energy function. 
Tseng and Yang [22] proposed a genetic algorithm based 
approach for the clustering problem. The proposed method 
can search for a proper number of clusters and classify non 
overlapping objects into these clusters. Lin et al. [23] 
presented an automatic genetic clustering algorithm based 
on a binary chromosome representation. Lai [24] adopted 
the hierarchical genetic algorithm to solve the clustering 
problem. In the proposed method, the chromosome 
consists of two types of genes, control genes and 
parametric genes. The control genes are coded as binary 
digits. The parametric genes are coded as real numbers to 
represent the coordinates of the cluster centers. The total 
number of “1” represents the number of clusters. In [25] 
authors proposed an algorithm to determine the optimal 
number of clusters by applying SA to cluster microarray 
data. In their method, first the fuzzy k-means algorithm is 
used to minimize the sum of within-cluster distance, then, 
the optimal number of clusters is obtained from the SA 
algorithm. In [26], authors proposed a dynamic clustering 
algorithm based on a modified version of classical Particle 
Swarm Optimization (PSO) algorithm, known as the Multi-
Elitist PSO (MEPSO) model. A new particle 
representation scheme has been adopted for selecting the 
optimal number of clusters from several possible choices. 
It also employs a kernel-induced similarity measure instead 
of the conventional sum-of-squares distance. In [27] a new 
fuzzy clustering algorithm is proposed by combining the 
possibility clustering and ISODATA clustering algorithm. 
This new algorithm not only can determine the number of 
clusters dynamically with the degree of possibility of each 

date point, but also can reduce the number of input 
parameters of ISODATA algorithm. In [28] an approach 
for solving the automatic clustering of the Gene Ontology 
is proposed by incorporating cohesion-and-coupling metric 
into a hybrid algorithm consisting of a genetic algorithm 
and a split-and-merge algorithm. In [29] authors address 
the problem of cluster number selection by using a k-
means approach that exploits local changes of internal 
validity indices to split or merge clusters. The split and 
merge k-means issues criterion functions to select clusters 
to be split or merged and fitness assessments on cluster 
structure changes. In [30] authors propose a Bacterial 
Evolutionary clustering algorithm, which can partition a 
given dataset automatically into the optimal number of 
groups. Experiments were done with several synthetic as 
well as real life data sets including a remote sensing 
satellite image data. The results establish the superiority of 
the proposed approach in terms of final accuracy.  In [31] 
Omran et al. presented dynamic clustering PSO (DCPSO), 
which is, in fact, a hybrid clustering algorithm where 
binary PSO is used to determine the number of clusters 
while the traditional K-means method performs the 
clustering operation with this number of clusters. In [32], 
Abraham et al. combined the Fuzzy clustering algorithm 
with the multielitist PSO (MEPSO) to find automatically 
the number of clusters. In [33] authors proposed an 
evolutionary particle swarm optimization for data 
clustering. The proposed algorithm is based on the 
evolution of swarm generations. After each generation, the 
swarm dynamically adjusts itself in order to reach optimal 
position.   

3. Particle swarm optimization 

Particle swarm optimization (PSO) is a population-based 
evolutionary computation method first proposed by 
Kennedy and Eberhart [34]. It originated from the 
computer simulation of the individuals in a bird flock or 
fish school, which basically show a natural behavior when 
they search for some target (e.g., food). The PSO 
algorithm is initialized with a swarm of n particles 
randomly distributed over the search area with a random 
velocity and a random position. Each particle encodes a 
potential solution to the optimization problem. Particles 
flies through the search space and aims to converge to the 
global optimum of a function attached to the problem.  
Each particle x i in the swarm is represented by the 
following characteristics: the current position of the 
particle (pi) and the current velocity of the particle (vi). Its 
movement through the search space is influenced 
dynamically according to its personal best position Pbest, 
which is the best solution that it has so far achieved and its 
neighbors’ best position Pg. At each iteration t, the 
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particle’s new position and its velocity are updated as 
follows:  
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                                 (6) 
The parameter w is an inertia weight and it is equivalent to 
a temperature schedule in the simulated annealing 
algorithm and controls the influence of the previous 
velocity: a large value of w favors exploration, while a 
small value of w favors exploitation [35]. As originally 
introduced, w decreases linearly during the run from wmin 
to wmax. c1 and c2 are two constants which control the 
influence of the social and cognitive components such that 

421 =+ cc . 1rand   and 2rand  are random values in the 
range [0,1].  
Two topologies of neighborhoods exist in the literature: 
the gbest model and the lbest model. The gbest model 
maintains only a single best solution, called the global best 
particle, across all the particles in the swarm. This particle 
acts as an attractor, pulling all the particles towards it. The 
gbest offers a faster rate of convergence at the expense of 
robustness. The lbest model tries to prevent premature 
convergence by maintaining multiple attractors. In fact, 
gbest model is actually a special case of the lbest model. 
Experiments have shown that lbest algorithm converges 
somewhat more slowly than the gbest version, but it is less 
likely to become trapped in an inferior local minimum. 

4. ACPSO algorithm 

In this section, we describe an automatic image clustering 
algorithm based on a new version of particle swarm 
optimization algorithm, called ACPSO.  
Let { }nzzzZ ,....., 21=  be the image with n number of 
pixels. The ACPSO maintains a swarm of particles, where 
each particle represents a potential solution to the 
clustering problem. Each particle encodes an entire 
partition of the image Z. ACPSO tries to find an optimal 
partition { }kcccC ,....., 21=  of K optimal number of 
compactness and well separated clusters. In ACPSO, both 
the numbers of clusters as well as the appropriate 
clustering of the data are evolved simultaneously using the 
search capability of particle swarm optimization algorithm. 

4.1 Particle representation 

The initial population { }sizepopXXXXP _321 ,...,,=  is 
made up of pop_size possible particles (solutions). For a 

user-defined maximum cluster number Kmax, ,  a single 
particle xi is a vector of Kmax binary numbers 0 and 1 
(flags) and  Kmax real numbers that represents the Kmax 
cluster centers.  
 
For a particle xi, each probably cluster center ijm  
(j=1…Kmax) is associated with a binary flag 

)....1( maxKjij =γ . The cluster center ijm is valid and 
so selected to clustering the image pixels, if it’s 
corresponding flag 1 =ijγ  and invalid if 0 =ijγ .  The 
total number of “1” implicitly represents the number of 
clusters encoded in a particle.  
 
If due to the update of the position of a particle some flags 
in a particle exceed 1, it is fixed to 1 or zero, respectively. 
However, if it is found that no flag could be set to one in a 
particle (all cluster centers are invalid and so no selected), 
two random flags are selected and we re-initialize them to 
1. Thus the minimum number of possible clusters is always 
2. 
 
Two examples of the particle structure in the proposed 
approach are shown in Figure 1.  

]3.66,5.22,5.36,7.45,5.12,0,1,1,0,0[
  

partcentersclusterpartclustersactvation −−−−

 

Particle i represents 2 clusters, and the associated cluster 
centers are 36.5 and 22.5.Cluster centers 12.5, 45.7 and 
66.3 are invalid and not used to clustering the image. 
 

]3.33,3.40,5.26,7.45,5.39,1,0,1,0,1[
  

partcentroidsclusterpartclustersactvation −−−−

 
Particle i represents 3 clusters, and the associated cluster 
centers are 39.5, 26.5 and 33.3. Cluster centers 45.7, 26.5 
and 40.3 are invalid. 
Figure1.  Two examples of the particle structure in the 
ACPSO algorithm.     

4.2 Population initialization 

To generate the initial population of particles, we use in 
this paper the random generation strategy until all particles 
in a population are created. For a particular particle xi , Ki  
cluster centers are randomly selected points from the given 
data set and Ki  flags are randomly  generated. Note that if 
the number of valid centers contained in a particle is less 
than two, then its flags are reinitialized.  
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4.3 Fitness evaluation 

The fitness of a particle indicates the degree of goodness 
of the solution it represents. In this work, the fitness 
function of a particle is based on the Ray and Turi's 
validity criterion [36] proposed to color image 

segmentation using the 
er
ra

int
int

 ratio with a multiplier 

function to avoid the selection of low cluster numbers. The 
criterion is defined as:    

( )
er
raNcKV
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(7) 

where c=25 is a constant multiplier, K is the number of 
clusters found by the clustering algorithm and N(2,1) is a 
Gaussian function with mean 2 and standard deviation of   
1. The intra and inter cluster distances represent 
respectively the compactness and the separability measures 
of clusters and are defined by Eq. (2) and Eq. (4). 
 A lower value of V(K) indicates a better quality of the 
clustering. 
The Ray and Turi's measure based fitness function (to be 
maximized) for the particle xi encoding Ki clusters is given 
by: 

epsKV
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i
i +
=

)(
1

 

 

(8) 
where eps is a small bias term equal to 2x10−4 and prevents 
the denominator of Eq. (8) from being equal to zero. When 
the algorithm converges, the particle that has the maximum 
Fitness value will be the optimal particle.   

4.4  Evolving operators 

The evolving operators are specifically designed to allow 
the number of the clusters of the particles to be changed 
dynamically. In the following, we describe each evolving 
operator. 

4.4.1 Perturb operator 

A valid cluster ijc  of the configuration encoded in a 
particle xi is chosen randomly to be perturbed. The 
centre ijm  of the selected cluster  ijc  is then 
modified as follows: 
  old

ij
old
ij

new
ij mmm *δ+=              (9) 

where new
ijm and old

ijm represent the new and the old 
cluster centre of the cluster cij . δ is a random 
number between [-1, 1]. 

Thus the cluster encoded by the particle is 
reconfigured, although the number of clusters 
belonging to it remains unaltered. 
 
4.4.2 Split operator   
 
For a particle xi, we compute the compactness 
measure for each valid cluster according to Eq. (1).  
Let S the set of clusters cij )...1( ikj = with the 
compactness measure higher than a threshold thsplit.  
The threshold thsplit is defined as the global 
compactness measure (see Eq. (2) ) divided by the 
number of clusters of the particle xi .  
A cluster cij from the set S is selected for splitting 
into two new valid clusters, with the probability Psplit 
defined as follows: 
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That is, the sparser cluster cij, the more possibly it is 
selected as the cluster for the split operator and vice 
versa.   
The resulting number of clusters is Ki +1 and must 
be lower than Kmax, otherwise, the split operator 
terminates.   

4.4.3 Merge operator 

For a particle xi, first the pairwise separation distances Djl 
between all distinct pairs of valid clusters (cij,cil) are 
calculated according to Eq. (3).   Let S the set of pairs of 
valid cluster with the distance Djl lower than a threshold 
thmerge . The threshold thmerge is defined as the average 
distance of Djl for all distinct pairs of valid clusters. 
A pair of distinct clusters (cij,cil) of S is selected for the 
merge operator with the probability Pmerge defined as 
follows: 

 

)max(
1),(

jl

jl
ilijmerge D

D
ccP −=

 
 

(11) 

where )max( jlD is the maximum pairwise separation 

distance between all distinct pairs of valid cluster centers 
from the set S. 
The final number of clusters must be greater than 2, 
otherwise, the merge operator terminates.   
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Any one of the above-described evolving operators is 
applied for a particle if it is selected. The particle is 
selected with an adaptive probability Pe as in [37]. Let 
gbest the global best fitness of the current iteration; 
Pbest  be the average fitness value of the population and 
Pbesti be the fitness value of the solution (particle) to be 
evolved. The expression for probability, Pe is given below: 
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Here, values of k2 and k4 are kept equal to 0.5 [37]. This 
adaptive probability helps PSO to avoid getting stuck at 
local optimum. 
 
The value of Pe increases when the fitness of the particle is 
quite poor. In contrast when the fitness of the particle is a 
good solution, Pe will be low so as to reduce the likelihood 
of disrupting good solution by evolving operators. 
 The framework of the ACPSO algorithm is given as 
follows: 
1. Initialize the maximum cluster number Kmax and all the 
constant parameters;   
2.Initialize each particle xi with 
random { }max,..,3,2  Kki ∈  , randomly selected cluster 
centers, flags and initial velocities. 
3.  Initialize for each particle xi the Pbesti  
4.  Initialize the gbest 
5.  For each particle xi 
          Calculate the fitness value Fitnessi using Eq. 7. 
          Set Pbesti = Fitnessi.  
          If (Pbesti > gbest) then set gbest = Pbesti.  
6. Update the position and the velocity of each particle 
according to Eqs. (5) and   (6) 
7. Apply randomly the evolving operators to alter the 
clusters centers of each particle  
8. If termination criterion is satisfied go to step 9 else go to 
step 5 
9. Segment the image using the optimal number of clusters 
and the optimal clusters centers given by the best global 
particle.  

5.  Experimental results 

In order to evaluate the ability of our algorithm ACPSO to 
find the optimal clusters, we have tested it using natural 
images with varying range of complexity.   
 
The performance of three dynamic clustering algorithms, 
ACPSO, DCPSO and ISODATA, were compared.  
 

The parameter settings of DCPSO and ISODATA 
algorithm were determined by both referring to original 
papers and performing empirical studies. In Table 1, we 
report an optimal set-up of the parameters that gives the 
best results.   

Table1. Parameter setup of the clustering algorithms for the image 
segmentation problem 

 
The clustering algorithms used in the experimental tests 
have been run several times for each test image. The 
optimal number of clusters has not been provided to any of 
the three optimization algorithm.  Table 2 and Table 3 
report the experimental results obtained over the grayscale 
images in terms of the mean and standard deviations of the 
number of clusters found and the final Turi measure 
reached by the three clustering algorithms. The results 
have been stated over 40 independent runs in each case.   

 

 

 
Table 3. Automatic clustering result over real grayscale images using the 

Turi based fitness function over 40 independent runs.  
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From Tables 2-3 we can see that the proposed algorithm 
ACPSO outperforms the state of-the-art DCPSO and 
ISODATA algorithms for the present images related 
problems. The proposed algorithm is able to find the 
optimal number of clusters with better clustering result in 
term of the Turi cluster validity index.  
Figure 2 shows the original images and their segmented 
counterparts obtained using the ACPSO algorithm.   

Original Image  Segmented Image 

  

  

  

  

  

  

  

  
Figure 2. Samples of segmented images resulting from ACPSO  

6. Conclusion 

In this paper we have presented a new particle swarm 
optimization based method for automatic image clustering. 
ACPSO, in contrast to most of the existing clustering 
techniques, requires no prior knowledge of the data to be 
classified. ACPSO used a novel representation scheme for 
the search variables in order to determine the optimal 
number of clusters. Each particle encoded a partition of the 
image with a number of clusters chosen randomly from the 
set of the maximum number of clusters. The partition of 
each particle of the swarm evolves using evolving 
operators which aim to reduce dynamically the number of 
clusters centers. Superiority of the new method has been 
demonstrated by comparing it with ISODATA algorithm 
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and a recently developed partitional clustering technique 
based on Particle Swarm Optimization (PSO) algorithm. 
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