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Abstract 

In this paper the support vector machine is utilized to recognize the 
object from the given image.  The proposed method for object 
recognition is associated with the reduction of feature vector by 
Kernel Principal Component Analysis (KPCA) and recognition using 
the Support Vector Machine (SVM) classifier. Also in this paper the 
feature extraction method extracts features from global descriptors of 
the image. In the feature extraction process for an image, global 
features are extracted and formed as feature vector. For the entire 
training image the feature vector is generated and dimension reduction 
is done using KPCA. The reduced feature vector is used to train the 
SVM classifier. Later test images are given as input and tested the 
performance of the Classifier. To prove the efficiency of the SVM 
Classifier, Back Propagation Neural Network is used for the object 
recognition. From the comparison, SVM classifier outperforms. 
 
Keywords: Support Vector Machine, Object Recognition, Moment 
Inavariants, Kernel Principal Component Analysis. 
 
1. Introduction 
Object recognition is a fundamental vision problem of 
identifying what is in the image, the concepts of object 
recognition has been applied in various fields like 
Manufacturing (for detecting defects/cracks in finished goods), 
surveillance system, optical character recognition, face 
recognition etc.,. The major task in object recognition is to 
identify if any, of an object from the set of known objects 
appear in the given image or image sequence. It plays an 
important role in Pattern recognition/classification and its key 
issues are whether selected features are stable and have good 
ability to differentiate different kinds of Objects. Object 
Recognition has been the focus of considerable research during 
the last four decades.   
Hu was the first to introduce the geometric Moment Invariants 
which are invariant under change of size, translation, and 
orientation [Hu (1962)]. Since then many of the researchers had 
proposed moment invariants as pattern sensitive features in 
classification and recognition applications. Moments and 
functions of moments can provide characteristics of an object 
that uniquely represents its shape and have extensively 

employed as the invariant global features of an image in pattern 
recognition and image classification since 1960’s.   
[Borji (2007)] utilizes Support Vector Machine for recognition 
of Persian Font Recognition. [Chun-Jung Hsu (2001)] suggests 
Moment Invariants as feature for airport pavement distress 
image classification. [Rajasekaran (2000)] augmented the use 
of moment invariant as feature extractor for ARTMAP image 
classification. [Krishna (2010)] uses the support vector machine 
with the local features for classifying the leaf images. [Xin-Han 
(2010)] suggests that the support vector machine performs well 
in identifying micro parts. [Daniel (2011)] uses the moment 
invariants and Gray level co-variance matrix for the war scene 
classification. [Ronald (2006)] in his paper uses the support 
vector machine for automatic identification of impairments on 
eye diagram. 
This paper discusses a formulation of an object recognition 
model in recognizing an object using Support Vector Machine.  
The features for the recognition are extracted from Geometric 
Moment Invariants and some of the image properties. During 
training phase the features are generated and feature vector is 
constructed. The constructed feature vector falls into high 
dimensional data, further processing of high dimensional data is 
a time consuming process.  For reducing the dimension of the 
data, dimensionality reduction process KPCA [Narayanan 
(2009)] is applied. Through dimension reduction the support 
vector is created, which is provided as input to the SVM 
classifier to test the test image in recognizing the object.   
The rest of the paper is organized as follows. Section 2 gives an 
overview of Moment Invariants and Kernel Principal 
Component Analysis. A summary of Classifier like Support 
Vector Machine, and Back Propagation Neural Network are 
given in Section 3.  Section 4 gives an outline of the proposed 
system.  Section 5 illustrates the Experimental results and 
section 6 for the conclusion.  
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2. Moment Invariants and Kernel Principal 
Component Analysis 

2.1 Moment Invariants 
Moments and moment invariants play a very important role as 
features in invariant pattern recognition. The approach using 
invariant features appears to be the most promising and has 
been used extensively since 1970. Its basic idea is to describe 
the objects by a set of measurable quantities called invariants 
that are insensitive to particular deformations and that provide 
enough discrimination power to distinguish objects belonging 
to different classes. 
Global invariants like moment invariants are much more robust 
than local invariants with respect to noise, inaccurate boundary 
detection and other similar factors when compared to other 
moment Invariants. Moment invariants were first introduced to 
the pattern recognition and image processing community in 
1962 [4], when Hu employed the results of the theory of 
algebraic invariants and derived his seven famous invariants to 
the rotation of 2D objects. 
The two-dimensional geometric moment (m) of order (p+q)th of 
a function f(x,y) is defined as   
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where p,q = 0,1,2,……∞ and x,y gives the location of the pixel 
in the image along x-axis and y-axis respectively and f(x,y) 
gives the intensity value at a particular location.  Note that the 

monomial product xpyq is the basis function for this moment 
definition. A set of n moments consists of all mpq’s for p + q ≤ 
n, i.e., the set contains ½(n+1)(n+2)   elements. 
Using non-linear combinations of geometric moments, Hu 
derived a set of invariant moments, which has the desirable 
properties of being invariant under image translation, scaling 
and rotation.  However the reconstruction of the image from 
these moments is deemed to be quite difficult. 
The Moment invariants are very useful way for extracting 
features from two-dimensional images.  Moment invariants are 
properties of connected regions in binary images that are 
invariant to translation, rotation and scale. 
 
The normalized central moments (2), denoted by ηpq are 
defined as  
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A set of seven invariants can be derived from the second and 
third normalized central moments.  This set of seven moment 
invariants (3) to (9) is invariant to translation, rotation, and 
scale change. 
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2.1 Kernel Principal Component Analysis 
Principal Component analysis is a classic linear technique 
in statistical analysis.  Given a set of values, PCA finds 
eigenvalue/vector, using only second-order statistics, a 
smaller set where the feature are uncorrelated to each 
others. The nonlinear version of PCA, namely Kernel 
Principal Component Analysis (KPCA), is able to extract 
the high order statistics, thus provides more information 
from the original data set.  Kernel principal component 
analysis is one of the fundamental tools for unsupervised 
nonlinear dimension reduction and feature extraction.  It 
involves calculation of the eigenvalue decomposition or 
singular value decomposition of centered kernel data and is 
in search for orthogonal functions that optimize the kernel 
data scatter.  Similar to linear PCA, it involves the 
following eigen decomposition 

∑= TiiCKC  (10) 
Where, K is the kernel matrix with entries Kij = k(xi,xj), C 
is the centering matrix Eq.(11) given by  

THH
N
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I is the NxN identity Matrix, H=[111…1]T is an N x 1 
vector, I = [a1, a2, … aN] with ai = [ai1,…aiN]T is the 
matrix containing the eigenvectors and 
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eigenvalues. To denote the mean of the Φ - mapped data 
by ( )∑ =

Φ=Φ
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1  and define the centered map Φ as: 

Φ−Φ=Φ )()( XX  (12) 
From the above centered map Eq.(12), the kth orthonormal 
eigenvector of the covariance matrix is computed.  Then 
projection of ( )XΦ onto the subspace spanned by the first 
n eigenvectors is computed.  
 
In this paper the kernel function used is the polynomial 
function as in Eq. (13): 
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where p = 1 gives standard PCA. (13) 
 
 
 

The following are the steps involved in computing KPCA 
in the original space: 

1. Compute the Kernel Matrix : Kij = K(xi,xj). 
2. Center K. 
3. Diagonalize Kc and normalize eigenvectors: 

( ) 1. =kk
k ααλ  (14) 

 
 

4. Extract the k first principal components 
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3. Classifier 

3.1 Support Vector Machine 
Support Vector Machine is one of the supervised Machine 
Learning Technique, which was first heard during COLT-
92 introduced by Vapnik, Boser, Guyon.  Support Vector 
Machines are used for classification and regression; it 
belongs to generalized linear classifiers.  SVM is a mostly 
used method in pattern recognition and object recognition. 
The objective of the support vector machine is to form a 
hyperplane as the decision surface in such a way that the 
margin of separation between positive and negative 
examples is maximized by utilizing optimization approach. 
Generally linear functions are used as a separating 
hyperplane in the feature space.  For achieving better 
performance, several kernel functions are used such as 
polynomial function and radial-bias function, in this paper, 
polynomial function is used as kernel function. When using 
kernel functions, the scalar product can be implicitly 
computed in a kernel feature space.  

For the proposed work, the system starts with training 

sample ( ){ }N
iii yx 1, = , where the training vector is ix  and its 

class label is iy .  The proposed method aims to find the 
optimum weight vector w and the bias b of the separating 
hyperplane such that [Haykin (1999)] 
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with w and the slack variables iξ minimizing the cost 
function given below 
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Where the slack variables iξ  represent the error measures 

of data, C is the value assigned to the errors, and ( ).ϕ  is a 
kernel mapping which maps the data into a higher 
dimensional feature space.   

3.2 Back Propagation Network 
A Back-Propagation neural network (BPN) consists of at 
least three layers of units: an input layer, at least one 
intermediate hidden layer, and an output layer as shown in 
Fig. 1. Typically, units are connected in a feed-forward 
fashion with input units fully connected to units in the 
hidden layer and hidden units fully connected to units in 
the output layer. When a Back-Propagation network is 
cycled, an input pattern is propagated forward to the output 
units through the intervening input-to-hidden and hidden-
to-output weights. The output of a Back-Propagation 
network is considered as a classification decision.  
The purpose of using Back-Propagation neural network in 
this study is to adopt the characteristics of memorizing and 
referencing properties that recognize the testing 2D image 
feature. The input of the network is the feature information 
extracted from the image. And the target is the designated 
index of the object. When training the BPN, the input 
pattern (x1,x2) is fed to the network, through the hidden 
layers to the output layer.  The output pattern is compared 
with the target pattern to find the deviation.  These 
extracted features are continuously fed into a BPN and the 
network will self-adjust until a set of weights (V11, V12, 
V21, V22, y11 and y21) with specified error value.  Then 
these weights are stored and used for recognition later on. 
                                                   

 
Fig.  1. Back-propagation neural networks 

4. Proposed System 
The proposed system for recognizing the object from an 
image is given below fig.2. The system is implemented as 
two phases. During first phase the system is trained with 
several set of training images.  Initially the training images 

are preprocessed to obtain exact information for feature 
extraction.  In the pre-processing stage, the noise in the 
image is removed and sharpening is done to reduce the 
effect of the illumination and lack of contrast on the 
training images. After pre-processing, the training image is 
applied for edge detection process, for edge detection 
Canny’s Edge detection method is used. In the feature 
extraction process, the moment invariants are extracted for 
each of the pre-processed training images. Feature 
extraction is defined as a process of converting the 
obtained image into a unique, distinctive and compact 
form. The computed moment invariants for all the pre-
processed training images are arranged in such way to 
construct the feature vector.  The constructed feature 
vector is high-dimensional. To reduce the high dimension 
of the data to low dimension without losing the important 
properties, Kernel Principal Component Analysis is done. 
This results into the support vector that can be used for the 
classifier Support Vector Machine.  During testing phase, 
once the test image is given as input to the proposed 
system, the pre-processing and feature extraction process 
are done as specified in the training phase. The computed 
feature vector is given as input to the Support Vector 
Machine Classifier, based on the support vector generated 
during training phase; the input image is recognized and 
labeled. To compare the results of Support Vector 
Classifier, the Back Propagation Neural Network is trained 
with feature vector and tested. 

5. Experimental Results 
Table 1 and Table 2 show some of the selected results of 
our experiments. The experiment is conducted to estimate 
the recognition accuracy, and to verify the robustness of 
the proposed method. To experiment the proposed method, 
COIL-100 database which is widely used in 3D object 
Recognition researches [Nene (1996)].  This database 
consists of images of 100 different objects; each one is 
rotated with 5 degree angle interval in vertical axis. Hence 
for every object there are 72 images, which sum up to 7200 
images for the whole database. The entire COIL-100 
database is divided into two sets, one as training set and 
another one as test set.  Three different training sets are 
formed for three different sampling angles (10, 30, and 50 
degrees). The following fig.3 shows the set of sample 
images (Grayscale) used for forming the training set. 
 
The proposed system is experimented with each set of 
training and test images and the results are shown in the 
table. The proposed method has been implemented using 
MATLAB.  To evaluate the recognition accuracy for the 
proposed methods and the traditional methods the correct 
recognition percentages (CRP) were determined.  
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Fig.2. Schematic model of the proposed system 
 
 
To verify the robustness, the proposed method is compared 
with performance of SVM using the original feature 
vector. The resultant values are shown in the table 1. and 
fig.4. The experiment is also conducted by increasing the 
number of training images. The resultant values for the 
increased training images are shown in the table 2. and 
fig.5. From the experimental results it is proved that the 
proposed method provides better performance in terms of 
CRPs compared with the traditional method. The CRP is 
computed as 

T
NpCRP =  (18) 

Where Np is number of positive recognition and T is total 
number of test conducted. The CRP values are provided in 
the table 1 and 2 and the performance is shown in the 
graph fig.4 and fig.5. 
 
 
 
 
 
 
 
 
 
 

Fig.3. Sample images from COIL-100 Database 

 
Table 1: Recognition performance in terms of CRPs of the proposed method, SVM and BPN. 

Method 
CRP %  

10 degree 30 Degree 50 Degree ALL 
 (10, 30, 50) 

SVM+KPCA 
(Proposed) 93.2 94 94.3 96.3 

SVM 86.4 85.5 87.4 88.3 

BPN 78 77.5 78.1 78.5 
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Table 2: Correct Recognition Percentage for different number of samples using proposed method, SVM and BPN. 

Number of 
Samples 

CRP% 
SVM+KPCA SVM BPN 

25 85.4 80 75 

50 88.9 83.5 76.4 

75 90.4 84.9 78.4 
100 93.8 85.4 78.7 
125 97.8 88.7 79.4 

 
Fig.4 Recognition performance for the different training sets 

 

 
Fig.5. Correct recognition percentage for number of samples 

6. Conclusion 
This paper has presented SVM based object recognition 
using the Moment invariant Features.  We have shown how 
the SVM recognizes the objects using the polynomial 
based kernel function. Also the KPCA is used for 
dimensionality reduction. For comparing the proposed 
method (SVM + KPCA) results, back-propagation method 
is implemented.  Our proposed method is implemented in 
MATLAB with testing and training images available in the 
COIL-100 database.  The SVM classifier performs well 
and provides high recognition rate compared to back-
propagation network method.   
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