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Abstract 
The interest of web users can be revealed by the visited web 
pages and time duration on these web pages during their surfing. 
In this paper a new method based on Learning Automata for 
clustering web access patterns is proposed. At the first step of the 
proposed algorithm, each web access pattern from web logs is 
transformed into a weight vector using the learning automata. In 
the second step a primitive clustering is performed to group 
weight vectors into a number of clusters. Finally, the weighted 
Fuzzy c-means approach is developed to deal with the results of 
the second step. Our experiments on a large real data set show 
that the method is efficient and practical for web mining 
applications.  
Keywords: Web access patterns, Clustering, Learning 
automata, Distributed learning automata, Time duration. 

1. Introduction 

The problem of clustering web access patterns is a part of 
a larger work of web usage mining which is the 
application of data mining techniques to discover usage 
patterns from Web data typically collected by web servers 
in large logs [9]. Clustering web access patterns is an 
important step in studying the characteristics of web 
surfers. The patterns from web data are non-numerical, 
thus Runkler and Beadek [7] proposed relational clustering 
method to group non-numerical web data. Some other 
researchers tried to explore clustering by another soft 
computing technique, rough theory. Wu [10] proposed a 
two-layer evolutionary clustering algorithm to group web 
access patterns from web logs. Shi [8] applied rough k-
means clustering method in fuzzy environment to group 
web access patterns from web logs. De [3] tries to use 
rough approximation to cluster web transactions.  
In this paper we propose a new algorithm based on 
learning automata to group web access patterns from web 
logs. First each pattern is converted into a weight vector 
using learning automata. Then the learning automaton is 
used to group all the weight vectors into a number of 

clusters. And the set of centers of these clusters is further 
clustered by the weighted Fuzzy c-means. The rest of the 
paper is organized as follows: In section 2 the learning 
automata and the distributed learning automata will be 
explained. In section 3 the proposed algorithm to cluster 
web access patterns is proposed. In section 4 the 
effectiveness of the method is demonstrated. Finally we 
conclude in section 5. 
 
2. Learning Aautomata 
 
An automaton can be regarded as an abstract model that 
has finite number of actions. This action is applied to the 
selected action of automata. The random environment 
evaluates the applied action and gives a grade to the 
selected action of automata. The response from 
environment (i.e. grade of action) is used by automata to 
select its next action. By continuing this process, the 
automaton learns to select an action with the best grade. 
The learning algorithm is used by automata to determine 
the selection of next action from the response of 
environment. Figure 1 shows the relationship between the 
environment and the learning automata [6]. 
 
 

 
Random Environment 

Learning Automaton 

α(n) 

β(n)  
Figure1: The relationship between learning automata and the 

environment 

2.1 Environment 

The environment can be shown by E ≡{α, β, c} in which    
α ={α1,α2,….,αr} represents a finite action / output set, 
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β={ β1, β2,…., βm} represents an input / response set, and 
c={c1, c2,…,cr} is the set of penalty probabilities, where 
each element ci corresponds to one action α i of the set α. 
The output (action) αn of the automaton belongs to the set 
α, and it is applied to the environment at time t = n.  
 
2.2 Learning Automata with Variable Structure 
 
Variable structure learning automata is represented by        
< β, α, T, p >, where α = {αR1R, αR2R, …, αRrR} is a set of 
actions.              β = {0, 1} is the set of inputs from the 
environment; where 0 represents a reward and 1 represents 
a penalty,                           p (n+1) = T [α (n), β (n), p (n)] 
is learning algorithm and defines the method of updating 
the action probabilities on receiving an input from the 
random environment.               p = {pR1R (n), pR2R (n)… pRrR (n)} 
is the action probability vector, where pRiR(n) represents the 
probability of choosing action αRiR at time n.R RIn these kinds 
of automata, if the action of αRiR is chosen in the n P

th
P stage 

and receive the desirable response from the environment, 
the probability of  pRiR(n) increases and the other 
probabilities decreases and in undesirable response, the -
probability of pRiR(n) decreases and the other probabilities 
increase. The following algorithm is one of the simplest 
learning schemes for updating action probabilities, and is 
defined as follows: 
 

)](1[)()1( nipanipnip −+=+       j∀ ij ≠
)()1()1( njpanjp −=+  

a)  Desirable   response
  

)()1()1( nipbnip −=+  

j∀ ij ≠ )()1(1)1( njpbr
bnjp −+
−

=+  

b)  Undesirable   response 
 

As seen from the definition, the parameter a is associated 
with reward response, and the parameter b with penalty 
response. According to the values of a and b we can 
consider three scheme. If the learning parameters a and b 
are equals, the scheme called reward penalty (LRR-P  R)When 
b is less than a, we call it linear reward epsilon penalty          
(LRRRεR P R)R Rscheme. When b equals to zero, we call it as linear 
reward inaction (LRR-IR)R Rscheme. For more information about 
the theory and applications of learning automata, refer to 
[2, 7, 8]. 
  

 
2.3 Distributed Learning Automata (DLA) 
 
A distributed learning automaton (DLA) is a network of 
learning automata which collectively cooperates to solve a 
particular problem. In DLA, the number of actions for any 
automaton in the network is equal to the number of 

outgoing edges from that automaton. When an automaton 
selects one of its actions, another automaton on the other 
end of edge corresponding to the selected action will be 
activated. At any time only one automaton in the network 
will be active. Formally, a DLA with n learning automata 
can be defined by a graph (V, E).Where V= {LAR1R, LAR2R… 
LARnR} is the set of automata and  E V ×V is the set of 
edges in the graph in which an edge (LARiR, LARjR) 
corresponds to action αRjR of automata LARiR. Figure 2 shows 
the network of distributed learning automata. The action 
probability vector for automaton LARiR is shown by 

},...,,{ 21
i
m

iii pppp = where i
mp denotes the probability 

of selecting action αRmR , that is, edge (LARiR, LARmR). The 
choice of action i

mα  by LARiR activates LARmR. rRi   Rshows the 
number of actions done by LARiR automata.  
 

 
Figure 2: Network of distributed learning automata 

 
3. Clustering Web Access Patterns based on 
Learning Automata 
 
The proposed algorithm includes three steps: At the first 
step of the proposed algorithm, each web access pattern 
from web logs is transformed into a weight vector using 
the learning automata. In the second step we put each 
weight vector in the nearest cluster using the learning 
automata. By doing this, a primitive clustering is 
performed on the web access patterns and the primitive 
centers of clusters are determined. Finally, these primitive 
clusters which have no or several access patterns are used 
by weighted c-means clustering algorithm and on the basis 
of the weight of each cluster which has been determined 
according to the number of web access patterns in each 
cluster and also the centers of clusters which have been 
determined by the learning automata are clustered. Finally, 
the final clusters are determined from the primitive 
clusters. 
 
3.1 Characterizing Web Access Pattern as a Weight 
Vector 
 
Suppose there are m users and user transactions     where  
𝑠𝑠𝑖𝑖(1 ≤ 𝑖𝑖 ≤ 𝑚𝑚)   representing the unique surfing behavior of 
the i P

th
P user. Let  𝑊𝑊 = {𝑈𝑈𝑈𝑈𝑈𝑈1,𝑈𝑈𝑈𝑈𝑈𝑈2, … ,𝑈𝑈𝑈𝑈𝑈𝑈𝑛𝑛}  is the union set of 

distinct n web pages visited by users, 
𝑈𝑈 = ��𝑈𝑈𝑈𝑈𝑈𝑈1, 𝑡𝑡11�, … , �𝑈𝑈𝑈𝑈𝑈𝑈1, 𝑡𝑡1𝑔𝑔� , … , �𝑈𝑈𝑈𝑈𝑈𝑈𝑛𝑛 , 𝑡𝑡𝑛𝑛1�, … , �𝑈𝑈𝑈𝑈𝑈𝑈𝑛𝑛 , 𝑡𝑡𝑛𝑛ℎ ��  be the 
union set of  𝑠𝑠𝑖𝑖(1 ≤ 𝑖𝑖 ≤ 𝑚𝑚), where g is the number of time 

⊂
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duration on web page  𝑈𝑈𝑈𝑈𝑈𝑈1, ℎ  is the number of all time 
durations on web page.  𝑈𝑈𝑈𝑈𝑈𝑈𝑛𝑛 ,𝑛𝑛  is the number of all 
different web pages visited by users. Let 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚  be the 
maximum time duration on web pages. Web pages and 
users play the role of stochastic environment for the 
existing learning automata in DLA. In the proposed 
method for each web page like Pk the learning automata of 
LAk is considered. Suppose  𝑝𝑝𝑘𝑘 = {𝑝𝑝1

𝑘𝑘 ,𝑝𝑝2
𝑘𝑘 , … , 𝑝𝑝𝑛𝑛𝑘𝑘}   is the 

action probability vector for  LAk  automata has been 
assigned to web page of  Pk and )(npk

m
is the probability 

of choosing action αm in learning automata of  LAk at the 
nth time. If the user moves from page Pk to page Pm 

(PkPm) learning automata of LAk updates its action 
probability vector based on learning algorithm. We can 
represent each web access pattern 𝑠𝑠𝑖𝑖 ∈ 𝑆𝑆(1 ≤ 𝑖𝑖 ≤ 𝑚𝑚) by a 
weight vector as            𝑊𝑊𝑖𝑖 =< 𝑤𝑤𝑖𝑖1, 𝑤𝑤𝑖𝑖2, … , 𝑤𝑤𝑖𝑖𝑘𝑘, … ,𝑤𝑤𝑖𝑖𝑛𝑛 >   
where  𝑤𝑤𝑖𝑖𝑘𝑘 shows that the ith user has been visited the web 
page of k. The main steps of the algorithm for determining 
the action probability of each automaton are provided as 
follows: 
 
Step1. Create a DLA according to web pages structure. 
Step2.  Do Eq.3 for each learning automata such as LAk    
where(1 ≤ 𝑘𝑘 ≤ 𝑛𝑛), 
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Step3. Do step3-1 for every user access pattern in the log 
file  
     Step3-1 If the user moves from page Dk to page Dm 
(𝑘𝑘 ≠ 𝑚𝑚) and  𝑡𝑡𝑣𝑣𝑚𝑚𝑈𝑈𝑣𝑣𝑣𝑣   is the time duration on Dm then 
update the action probability vector for kLA  automata 
based on Equations of 4, 5, 6 and 7 respectively.  
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By increasing the number of access frequency to each web 
page and spending more time duration on each web page 
the amount of probability increases. 
For example let 𝑆𝑆 = {𝑠𝑠1, 𝑠𝑠2, … , 𝑠𝑠6} be the set of user 
transactions and  W= {A, B, C, D, E, F, G, H} be the union set 
of distinct web pages visited by all users, then 10 learning 
automata are considered (for each web page one automata 

and also one automata for the exit and start pages). 
Suppose that start and exit are the two pages that the user 
has entered and left from the site respectively. Also we 
consider 10 actions for each automaton according to 
equation 1. If the browsing sequence of a user is as   
𝑆𝑆𝑡𝑡𝑚𝑚𝑈𝑈𝑡𝑡 → 𝐴𝐴 → 𝐵𝐵 → 𝐶𝐶 → 𝐷𝐷 → 𝐸𝐸𝑚𝑚𝑖𝑖𝑡𝑡  and the time duration for 
visited pages as (𝐴𝐴, 30), (𝐵𝐵, 42), (𝐶𝐶, 118), (𝐷𝐷, 91) and     𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 =
120𝑠𝑠𝑣𝑣𝑠𝑠   then the action vector of each automata that is   
(𝑆𝑆𝑡𝑡𝑚𝑚𝑈𝑈𝑡𝑡,𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷,𝐸𝐸,𝐹𝐹,𝐺𝐺,𝐻𝐻,𝐸𝐸𝑚𝑚𝑖𝑖𝑡𝑡) is done based on equation  
(3) ,(4) and  (5)  is updated and the probability vector for each 
web page which is computed by learning automata as follows: 
 
Start=(0,0.136,0.108,0.108,0.108,0.108,0.108,0.108,0.108,0.108) 
 
A=(0.10625,0,0.15,0.10625,0.10625,0.10625,0.10625,0.10625,0.10625, 
0.10625,0.10625) 
 
B=(0.09875,0.09875,0,0.21,0.09875,0.09875,0.09875,0.09875,0.09875, 
0.09875) 
 
C=(0.101625,0.101625,0.101625,0,0.187,0.101625,0.101625,0.101625, 
0.101625,0.101625) 
 
D=(1/9, 1/9, 1/9, 1/9,0, 1/9, 1/9, 1/9, 1/9, 1/9) 
 
Exit=(1/9, 1/9, 1/9, 1/9, 1/9, 1/9, 1/9, 1/9, 1/9,0) 
 
𝑝𝑝𝑘𝑘
𝑗𝑗   is the probability of choosing action αk in learning 

automata LAj . The value of   𝑝𝑝𝑘𝑘
𝑗𝑗    is computed in the first 

step of algorithm. For example, if the user access pattern 
for 𝑠𝑠1 like is  𝑆𝑆𝑡𝑡𝑚𝑚𝑈𝑈𝑡𝑡 → 𝐴𝐴 → 𝐵𝐵 → 𝐶𝐶 → 𝐷𝐷 → 𝐸𝐸𝑚𝑚𝑖𝑖𝑡𝑡 and the 
action probability values are like the previous example 
then   𝑊𝑊1 =< 0.136,0.15,0.21,0.187,0, 0, 0, 0, 0 >. 
 
3.2 Clustering Web Access Patterns by DLA 
 
By increasing the number of access frequency to each web 
page and spending more time duration on each web page 
the amount of probability increases. In the second step of 
algorithm, we use DLA to group web access patterns into a 
number of clusters. In the proposed method for each web 
page like Pi  (1 ≤ 𝑖𝑖 ≤ 𝑁𝑁)   the learning automata LAi is 
considered. Also we consider  𝑁𝑁  be the number of clusters. 
The center of each cluster like  𝐿𝐿(1 ≤ 𝐿𝐿 ≤ 𝑁𝑁), can be 
denoted as 𝑃𝑃𝐿𝐿 = [𝑝𝑝𝐿𝐿𝑖𝑖 , 𝑝𝑝𝐿𝐿𝑖𝑖+1,𝑝𝑝𝐿𝐿𝑖𝑖+2, … , 𝑝𝑝𝐿𝐿𝑚𝑚 ] (1 ≤ 𝐿𝐿 ≤ 𝑁𝑁). We suppose  
𝑃𝑃𝐿𝐿𝑖𝑖   is the probability of choosing action αL in the learning 
automata of LAi. The main steps of the algorithm are 
provided as follows: 
 
Input: Web access patterns  𝑆𝑆 
Output: N clustering centers 
Step1. Create a DLA according to web pages structure and 
initialize action probability vector of each LA based on 
Eq.3 
Step2.  
    Repeat 
           for L=1 to number of clusters do 
 
 

  If the user moves from page Dk to page Dm , (𝑘𝑘 ≠ 𝑚𝑚) 

Otherwise, 
(1 ≤ 𝑘𝑘 ≤ 𝑛𝑛) 

(3) 
 

(4) 
 

(6) 
 

(5) 
 

(7) 
 

(1 ≤ 𝑖𝑖 ≤ 𝑛𝑛) 

//𝑃𝑃𝐿𝐿𝑖𝑖  is the probability of choosing action αL in the learning automata of LAi 

// 𝑃𝑃𝐿𝐿  is the cluster vector( 1 ≤ 𝐿𝐿 ≤ 𝑁𝑁) 
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                𝑃𝑃𝐿𝐿 = [𝑝𝑝𝐿𝐿𝑖𝑖 , 𝑝𝑝𝐿𝐿𝑖𝑖+1, 𝑝𝑝𝐿𝐿𝑖𝑖+2, … , 𝑝𝑝𝐿𝐿𝑚𝑚 ]      
 
            end for 
for k =1 to number of users  do 
             for L=1 to number of cluster vector 
 
 Compare each user weight vector   𝑊𝑊𝑘𝑘   with vector 𝑃𝑃𝐿𝐿  so 
that this Equation is satisfied.  
 

‖𝑊𝑊𝑘𝑘 − 𝑃𝑃𝐿𝐿‖2 =𝐿𝐿
𝑚𝑚𝑖𝑖𝑛𝑛 ‖𝑊𝑊𝑘𝑘 − 𝑃𝑃𝐿𝐿‖2 

 
           end for 
end for 
 
for i=1 to m 
         
Enable action ith of LAi according to the following 
equation: 

                         mLmimpaimp
Lpai

Lpi
Lp

≠∀−=

−+=

)1(

]1[

 
end for 
Until (no noticeable changes in the cluster vector)  
 
The above algorithm classifies all user access patterns into 
𝑁𝑁 clusters, where the  𝑈𝑈𝑡𝑡ℎ  clusters is defined as           
𝑈𝑈𝐿𝐿 = 𝑠𝑠𝑘𝑘 ∈ 𝑆𝑆: ‖𝑊𝑊𝑘𝑘 − 𝑃𝑃𝐿𝐿‖2 ==𝐿𝐿

𝑚𝑚𝑖𝑖𝑛𝑛 ‖𝐸𝐸[𝑊𝑊𝑘𝑘 ] − 𝑃𝑃𝐿𝐿‖2  where  
 (1 ≤ 𝑘𝑘 ≤ 𝑁𝑁)    and   (1 ≤ 𝐿𝐿 ≤ 𝑁𝑁). 
 
3.3 Clustering Centers of Clusters by Weighted         
c-means 
In this step, the set of clustering centers  𝑃𝑃𝐿𝐿(1 ≤ 𝐿𝐿 ≤ 𝑁𝑁) 
generated in algorithm3.2 is further clustered based on the 
weighted c-means. Since 𝑈𝑈𝐿𝐿(1 ≤ 𝐿𝐿 ≤ 𝑁𝑁) includes 
different number of web access patterns, different weight 
is assigned to different   𝑈𝑈𝐿𝐿(1 ≤ 𝐿𝐿 ≤ 𝑁𝑁) . The weight of  
𝑈𝑈𝐿𝐿(1 ≤ 𝐿𝐿 ≤ 𝑁𝑁) is defined as follows: 
 

𝑤𝑤𝑖𝑖 = ℵ�𝑈𝑈𝑖𝑖�
∑ ℵ�𝑈𝑈𝑖𝑖�𝑁𝑁
𝑗𝑗=1

 

 
Weighted c-means is applied to group  𝑃𝑃𝐿𝐿(1 ≤ 𝐿𝐿 ≤ 𝑁𝑁) 
into  𝑠𝑠  different nonempty subsets. The main steps are 
described as follows: 
 
Input: clustering center  𝑃𝑃𝐿𝐿(1 ≤ 𝐿𝐿 ≤ 𝑁𝑁)  generated by the 
second step of algorithm 
Output: Clustering results (𝑠𝑠 𝑠𝑠𝑈𝑈𝑣𝑣𝑠𝑠𝑡𝑡𝑣𝑣𝑈𝑈𝑠𝑠) 
Step1. Assign initial means  𝑣𝑣𝑖𝑖(1 ≤ 𝑖𝑖 ≤ 𝑠𝑠) 
Step2. According to the following membership function, 
assign each pattern 𝑃𝑃𝐿𝐿   into the nearest cluster 
 

𝑣𝑣𝑖𝑖𝑈𝑈 = 1

∑ �
𝑑𝑑�𝑃𝑃𝐿𝐿 ,𝑣𝑣𝑖𝑖�

𝑑𝑑�𝑃𝑃𝐿𝐿 ,𝑣𝑣𝑗𝑗 �
�

2
𝑚𝑚−1

𝑠𝑠
𝑗𝑗=1

 

 
in which  𝑣𝑣𝑖𝑖𝑈𝑈   is the membership degree of the  𝑃𝑃𝐿𝐿  
belonging to 𝑖𝑖th,  𝑚𝑚 ∈ (1,∞) is a fuzzy parameter. 
Step3. Recompute  𝑣𝑣𝑖𝑖(1 ≤ 𝑖𝑖 ≤ 𝑠𝑠)  according to the 
following equation: 
 

𝑣𝑣𝑖𝑖 =
∑ 𝑤𝑤𝐿𝐿(𝑣𝑣𝑖𝑖𝑈𝑈)𝑚𝑚𝑣𝑣𝑈𝑈𝑁𝑁
𝐿𝐿=1

∑ 𝑤𝑤𝐿𝐿(𝑣𝑣𝑖𝑖𝑈𝑈)𝑚𝑚𝑁𝑁
𝑗𝑗=1

 

 
Step4. Repeat step 2 to step 3 until the following objective 
function convergence, i., there are no more new 
assignment.  
 
𝐽𝐽𝑚𝑚 (𝑀𝑀,𝑉𝑉) = ∑ 𝑤𝑤𝐿𝐿(𝑣𝑣𝑖𝑖𝑈𝑈)𝑚𝑚𝑁𝑁

𝑈𝑈=1 ∑ 𝑑𝑑(𝑃𝑃𝐿𝐿 , 𝑣𝑣𝑖𝑖)𝑠𝑠
𝑖𝑖=1  

 
In which  𝑀𝑀 = {[𝑣𝑣𝑖𝑖𝑈𝑈 ], 1 ≤ 𝑖𝑖 ≤ 𝑠𝑠, 1 ≤ 𝑈𝑈 ≤ 𝑁𝑁}  is a 
clustering matrix, 𝑉𝑉 = {[𝑣𝑣𝑖𝑖], 1 ≤ 𝑖𝑖 ≤ 𝑠𝑠}  is the set of final 
clustering centers. After the algorithm 3.3 is executed, 
each 𝑃𝑃𝐿𝐿(1 ≤ 𝐿𝐿 ≤ 𝑁𝑁) belongs to 𝑠𝑠 clusters according to 
different degrees. Each cluster center  𝑣𝑣𝑖𝑖(1 ≤ 𝑖𝑖 ≤ 𝑠𝑠). 
Every web access pattern  𝑠𝑠𝑖𝑖  in  𝑈𝑈𝑈𝑈   belongs to  𝑠𝑠 clusters 
by the same degree with  𝑃𝑃𝐿𝐿. 
 
4. An Experiment 
 
Several preprocessing tasks have to be performed prior to 
clustering web access patterns from web logs. In this 
experiment, we just need data cleaning and simple session 
identification. 15,534 web access patterns are extracted 
from an information resource after a web log is 
downloaded [11]. Assume these web access patterns are 
grouped into 5 clusters, the clustering results are shown in 
Table 1. The same data is clustered into groups by other 
algorithms. In this paper, we compute the optimal number 
of clusters in terms of the Davies-Bouldin cluster validity 
index [2], which is a function of the ratio of the sum of 
within-cluster distance to between-cluster separation. The 
optimal clustering method for 𝑠𝑠 clusters minimizes  

 
𝐷𝐷𝐵𝐵 = 1

𝑠𝑠
∑ �𝑆𝑆(𝐶𝐶𝑘𝑘 )+𝑆𝑆(𝐶𝐶𝑈𝑈)

𝑑𝑑(𝐶𝐶𝑘𝑘 ,𝐶𝐶𝑈𝑈)
�

𝑈𝑈≠𝑘𝑘

𝑚𝑚𝑚𝑚𝑚𝑚
𝑠𝑠
𝑘𝑘=1 , 

 
Where  𝑆𝑆(𝐶𝐶𝑘𝑘) is the within-cluster and  𝑑𝑑(𝐶𝐶𝑘𝑘 ,𝐶𝐶𝑈𝑈) is the 
between-cluster separation.  
 
 

Table 1. Clustering result 

Cluster number The included web access patterns 
Cluster 1 4567 
Cluster 2 3478 
Cluster 3 3589 

//𝑚𝑚 is the number of automata 

(8) 
 

 
 

 
 

 
 

 
 

(9) 
 

(10) 
 

(11) 
 

(12) 
 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 5, No 1, September 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 63



 

 

Cluster 4 1897 
Cluster 5 2003 

 
In order to evaluate the results of clustering algorithms, the 
experiments have been done and the results of the 
proposed algorithm are compared to the different 
algorithms. Table 2 shows the Davies-Bouldin cluster 
validity index between our approach with other 
algorithms. 
 

Table 2. Comparison Davies-Bouldin Index (DB) with Other 
Algorithms  

Clustering algorithm Davies-Bouldin Index 
LVQ 0.697 

DLA based approach 0.574 
Fuzzy c-means 0.411 

LVQ+fuzzyc-means[10] 0.335 
Our Approach 0.232 

 
Table 2 shows the DB criterion comparison between the 
proposed algorithms to different algorithms. As it is in the 
table the factor of DB in the proposed approach is lower 
than other algorithms. This shows that the proposed 
algorithm in the clustering of web access patterns has a 
higher proficiency. If only the first step of proposed 
algorithm (DLA based approach) is used, it won’t have 
appropriate proficiency.  
 
5. Conclusion 
 
The visited web page and the time duration on it reflect the 
interest of web users. In this paper, each web access 
pattern from web logs is transformed into a weight vector 
using the learning automata then we put each weight 
vector in the nearest cluster using the learning automata. 
By doing this, a primitive clustering is performed on the 
web access patterns and the primitive centers of clusters 
are determined. Finally, these primitive clusters which 
have no or several access patterns are used by Fuzzy 
weighted c-means clustering algorithm and on the basis of 
the weight of each cluster which has been determined 
according to the number of web access patterns in each 
cluster and also the centers of clusters which have been 
determined by the learning automata are clustered. In order 
to avoid disadvantage of single DLA based approach or 
LVQ or Fuzzy weighted c-means, a hybrid approach based 
on DLA and Fuzzy weighted c-means is proposed to 
cluster web access patterns from web logs. Using this 
approach, the surfing behaviors of web users can be more 
quickly and exactly disclosed which is useful to build 
adaptive web server and design personalized service 
according to users’ surfing behaviors. 
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