
A New Color Feature Extraction Method Based on Dynamic 
Color Distribution Entropy of Neighborhoods  

Fatemeh Alamdar1 and MohammadReza Keyvanpour2 
 

 1 Department of Computer Engineering, Alzahra University 
Tehran, Iran 

 
 

2 Department of Computer Engineering, Alzahra University 
Tehran, Iran 

 
 
 

 
Abstract 

One of the important requirements in image retrieval, indexing, 
classification, clustering and etc. is extracting efficient features 
from images. The color feature is one of the most widely used 
visual features. Use of color histogram is the most common way 
for representing color feature. One of disadvantage of the color 
histogram is that it does not take the color spatial distribution 
into consideration. In this paper dynamic color distribution 
entropy of neighborhoods method based on color distribution 
entropy is presented, which effectively describes the spatial 
information of colors. The image retrieval results in compare to 
improved color distribution entropy show the acceptable 
efficiency of this approach. 
Keywords: color feature, color histogram, annular color 
histogram, color distribution entropy, dynamic color distribution 
entropy of neighborhoods, image retrieval. 

1. Introduction 

In recent decades, digital technology progress results in 
unprecedented growth in production of digital images. 
Therefore development of effective automatic techniques 
for image sets organization and management is required so 
that one can search, retrieval and categorize the images 
more convenient. Feature extraction is the basis of these 
automatic techniques. Color, texture and shape are the 
most common visually features[1]. These features are 
independent of specific domain and can used in general 
systems of retrieval images[2]. The color feature is the first 
and one of the most widely used visual features in image 
retrieval and indexing[3]. The most important advantages 
of color feature are power of representing visual content of 
images, simple extracting color information of images and 
high efficiency, relatively power in separating images from 
each other[4], relatively robust to background 
complication and independent of image size and 
orientation[5,6,2]. 

The color histogram method introduced in [7] has shown 
to be very effective and simple to implement. Use of color 
histogram is the most common way for representing color 
feature[8]. Despite of some drawbacks, color histogram 
had been used in many researches and great efforts were 
done for overcoming its weakness [9-14]. One of 
disadvantage of the color histogram method is that it is not 
robust to significant appearance changes because it does 
not include any spatial information[10]. Several schemes 
including spatial information have been proposed. Pass et 
al. [15] suggested classifying each pixel as coherent or no 
coherent based on whether the pixel and its neighbors have 
similar colors. Then, a split histogram called color 
coherence vector (CCV) is used to represent this 
classification for each color in an image. Huang[11] 
proposed a color correlograms method, which collects 
statistics of the co-occurrence of two colors some distances 
apart. A simplification of this feature is the 
autocorrelogram, which only captures the spatial 
correlation between identical colors. In [11-14] 
respectively introduced annular color histogram, spatial-
chromatic histogram (SCH) and geostat to describe how 
pixels of identical color are distributed in the image. Sun et 
al. [10] propose a color distribution entropy (CDE) 
method, which takes account of the correlation of the color 
spatial distribution in an image. This feature is based on 
annular color histogram that draws some concentric circles 
from images and then the annular color histogram is 
calculated by counting the pixels of every color bin inside 
every circle. The number of circles is a predefined constant 
and for every image is the same regardless of its content.  
In this paper we introduce a dynamic color distribution 
entropy of neighborhoods (D-CDEN) method, which 
similar to CDE describes the spatial information of an 
image. Instead of drawing concentric circles, D-CDEN 
takes account of images’ content by attending to 
neighborhoods of pixels for every color bin. The number 
of extracted neighborhoods is different for every color 
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bins. In addition, predefining this number does not require 
in this approach, also the color indexing results in image 
clustering and retrieval is much better. The results are 
demonstrated by image retrieval and D-CDEN in compare 
to I-CDE show the efficiency of this approach. 
The rest of the paper is organized as follows. A briefly 
review on CDE and I-CDE is presented in Section 2. 
Section 3 describes the proposed feature extraction base on 
D-CDEN. Section 4 details the similarity measurement. 
Experimental results are demonstrated in Section 5. 
Finally, a conclusion is given in Section 6. 

2. Color Distribution Entropy  

CDE descriptor was proposed in [10]. This descriptor 
expresses the color spatial information of an image. This 
descriptor based on the NSDH (Normalized Spatial 
Distribution Histogram) and information entropy was 
defined. NSDH was derived from Annular Color 
Histogram[12]. In Annular Color Histogram which 
introduced by Rao et al., suppose iA  be the set of pixels 

with color bin i  of an image and || iA  be the number of 

elements in iA . Let iC  be the centroid and ir  be the 

radius of color bin i  which are defined in [12]. With iC  

as the center and with Njri /  as the radius for each 
Nj ≤≤1 , N  concentric circles can be drawn. Let 

|| ijA  be the count of the pixels of color bin i  inside 

circle j . Then the annular color histogram can be written 

as |)||,...,||,(| 21 iNii AAA . This is illustrated in Fig. 1. 
Based on the Annular Color Histogram, the NSDH is given 
in Eq. (1). 
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where iP  is the Normalized Spatial Distribution 
Histogram.  
This equation shows the dispersive degree of the pixel 

patches of a color bin in an image. Large iE  means the 
distribution of the pixels is dispersed, otherwise the 
distribution is compact. Then the CDE index for an image 

can be written as ),,...,,,...,( 11 nnii EhEhEh , where ih  

is the histogram of color bin i , iE  is the CDE of color 
bin i  and n  is the number of bins. 

The improved CDE (I-CDE) was defined as 
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)(if is the weight function which denotes the different 

contribution of each annular circle to the CDE. )( ig P  is 

the weight function using Histogram Area( )( iA P ) defined 

as Eq. (6). )( ig P  effectively removes the influence of 
symmetrical property of entropy. More details could be 
found in [10]. 
The CDE and I-CDE similarity measurement of image qI  

and tI  was defined as[10] 
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Fig 1: Annular Color Histogram[10] 

2.1 Footnotes 

Footnotes should be typed in singled-line spacing at the 
bottom of the page and column where it is cited.  Footnotes 
should be rare. 

3. Feature extraction based on Dynamic Color 
Distribution Entropy of Neighborhoods 

D-CDEN method is based on CDE and effectively 
describes the spatial information of colors. In CDE, two 
images are considered similar when distributions of the 
pixels of color bins are the same but layout and 
neighborhoods of color pixels can be not the same, so this 
distribution may be similar in different images. D-CDEN 
method takes account of images’ content and instead of 
drawing N  concentric circles in CDE attends to 
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neighborhoods of pixels for every color bin of image color 
histogram. 

3.1 Neighborhoods extraction 

For extracting neighborhoods for every color bin i , an 
image matrix is scanned rows by rows from left to right, up 
to down. Because of this kind of scanning, only 
neighborhoods of right and up adjacent pixels of current 
pixel had been identified and regarded. If none of them is 
in the same color bin, this pixel is in the new 
neighborhood; but in the other cases, if the current pixel is 
in the same color bin of the right, 135  diagonal or up 
adjacent pixels, it is assigned to its neighborhood. It is 
illustrated in Fig. 2. If the middle pixel is the current pixel, 
the 1-8 pixels are its neighbors (Fig. 2(a)). Because this 
pixel and pixel 2 are in the same color bin, it is in the 
neighborhoods of pixel 2. In Fig. 2(b) the neighborhoods 
which were detected up to current pixels are determined by 
different numbers.  
A problem may be appear in the neighborhoods’ 
specifying when the current pixel is in the same color bin 
of both right and up adjacent pixels but their 
neighborhoods are different. In this case these two 
neighborhoods are merged. Fig. 3 shows this problem. 
Pixel 0 is the current pixel and is not in the same color bin 
of 1,2,3 pixels (Fig. 3(a)) and Fig. 3(b) shows detected 
neighborhoods up to now, so a new neighborhood is 
defined for current pixel. In continues of scan, when the 
last pixel is the current pixel, this problem occur (Fig. 
3(c)). Fig. 3(d) shows the final detected neighborhoods 
when neighborhood 1, 7 had been merged. 

        
Fig. 2: (a) neighbor pixels of pixel 0. (b) extracted neighborhoods for 

image (a) 

         

          
Fig. 3: (a) neighbor pixels of pixel 0. (b,c,d) extracted neighborhoods for 

image (a) 

Extracted neighborhoods for a real image are shown in Fig. 
4(b). In this figure, neighborhoods of a color bin have the 
same color. 

 
Fig. 4: (a) original image. (b) neighborhoods of image (a). 

3.2 Dynamic Color Distribution Entropy of 
Neighborhoods 

Like CDE, Normalized Spatial Distribution Histogram is 
defined as: 
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inb  is the number of extracted neighborhoods for color 

bin i  and is different for every color bins and iA ′  is the 

set of pixels with color bin i  of an image and || ijA′  is the 

count of the pixels of neighborhood j  for color bin i . 
The D-CDEN is defined as Eq. (2) by replacing N  with 

inb  and iP  with iP′  , so the D-CDEN index for an 

image is written as ),,...,,,...,( 11 nnii EhEhEh ′′′ , where ′
iE  

is the D-CDEN of color bin i . 
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3.3 Feature extraction 

Firstly, before extraction of neighborhoods, the images are 
resized into 128x128 pixels, because it makes noises 
removed and small neighborhoods reduced especially in 
cluttered scene images. Then for every image, 
neighborhoods are extracted and inb  is calculated 
according the previous sub-sections. Afterwards the 
images are indexed by D-CDEN descriptor and in HSV 
color space. The color space is uniformly quantized into 8 
levels of hue, 2 levels of saturation and value giving a total 
of 32 bins. 

4. Similarity measurement 

In this case, we introduce a dissimilarity measurement 
based on vector space retrieval model (VSM), which was 
used in [16]. 
In [16], two problems of CDE similarity measurement 
have been mentioned. First problem is that two color bins 
are similar or two color bins are not similar but just have 
the same histogram, so different images with the same 
histogram are considered similar. Another problem is that 
the same ),( tq IId  can be produced by a number of 
different sets. In order to overcome these problems, the 
similarity measurement was done by using vector space 
retrieval model (VSM). VSM measure is as follows[17]: 
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where ),(cos tqH IIθ  and ),(cos tqE IIθ  are the color 
histogram similarity and color distribution entropy 
similarity between two images qI  and tI  in vector space 

retrieval model, and ),( tq IId ′  is the dissimilarity of two 
images. 
For measuring the image dissimilarity, we use the 
following distance: 
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where ),(cos tqH IIθ  and ),(cos tqE IIθ are calculated by 
Eq. (9) and (10) by replacing E with E′ and 

),(cos tqN IIθ  is computed as: 
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where iNb  is the normalized number of neighborhoods 

for color bin i  for an image, which is defined as:  
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5. Experimental Results 

In this section, the results of D-CDEN are demonstrated by 
image retrieval and these results are compared with I-CDE. 
Experiments were carried out by using two databases. The 
first is SIMPLIcityP0F

1
P[18] database of 1000 images which 

included 10 categories of Africa people, Beach, Buildings, 
Buses, Dinosaurs, Elephants, Flowers, Horses, Mountains 
and Food. Every category contains 100 images. Fig. 5 
shows the different types of images in this experimental 
database. Each of the images is with the size of 

384256×  or 256384×  pixels. 
Secondly we used 70 categories of Caltech101 P1F

2
P[19] 

database. Categories contain of 6384 images of different 
objects. There are about 40 to 800 images in each object 
category. Size of each image is roughly 300200×  or 

200300×  pixels. Some of the different types of images 
in this database are shown in Fig. 6. 
For comparing, an image query was chosen and the 
retrieval results of using on D-CDEN, I-CDE has been 
calculated and for specifying the number of circles in I-

CDE, we averaged over inb s mean ( ∑
=

n

i
inb

n 1

1 ) for all of 

images. The used image dissimilarity measurements for D-
CDEN and I-CDE are d ′′  and d ′  respectively. The 
retrieval accuracy was measured in terms of the Recall, 
Precision. The Precision rate and Recall rate are defined as 
follows: 

                                                           
1 - available at  http://wang.ist.psu.edu/~jwang/test1.tar 
2 - available at  http://www.vision.caltech.edu/Image_Datasets/ 

Caltech101/101_ObjectCategories.tar.gz 
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Fig. 5: Different types of image in SIMPLIcity database 

 

 
Fig. 6: Different types of image in Caltech101 database 
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where r  is the number of relevant images selected, Nr  is 
the total number of retrieved images and Ni  is the total 
number of similar images in the database. Results show the 
superiority of D-CDEN. 
For comparing in SIMPLIcity database, every 100 of the 
categories was chosen as a query image. Fig. 7 is the 
Recall and Precision graph of results averaged over 100 
images in Buildings(7(a)), Buses(7(b)), Flowers(7(c)).  
In Caltech101 database, 50 images were selected randomly 
as query images. Fig. 8 is the Recall and Precision graph of 
results averaged over 50 random selected queries in 3 
times.  
Because of attending to neighborhoods of color pixels and 
the number of them, D-CDEN has better results in both 
databases. 

In Fig. 9, the top-left one (9(a)) is the query image from 
SIMPLIcity database and the top ten retrieval results of 
query are sorted by similarity from left-to-right and top-to-
down sequence by using of D-CDEN method(9(b)) and I-
CDE method(9(b)). The same results for Caltech101 
database are shown in Fig. 10.  

6. Conclusions 

In this paper, a color features extraction method based on 
dynamic color distribution entropy of neighborhoods was 
expressed. D-CDEN method measures the spatial relation 
of colors in an image and takes account of images’ content 
by neighborhoods extraction of pixels for every color bin 
of image color histogram.  
In this work we introduce a new dissimilarity measuring to 
demonstrating results by image retrieval and these results 
are compared with I-CDE. Experiments were carried out 
by using two databases of 1000 and 6384 images. These 
experiments show the acceptable efficiency of this 
approach. 

 
Fig. 7: Precision/Recall graph 
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Fig. 8: Precision/Recall graph 

 
                               (b) 

                                
                               (c) 

Fig. 9: (a) Query image from SIMPLIcity database. (b) Query results of D-CDEN method. (c) Query results of I-CDE method 

 
                 (b) 

                  
                  (c) 

Fig. 10: (a) Query image from Caltech101 database. (b) Query results of D-CDEN method. (c) Query results of I-CDE method

(a) 
 

(a) 
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