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Abstract 
 
Sine-Cosine-Taylor-Like method is employed to improve the 
performance of image or handwritten character recognition under 
improved cellular non-linear network environment. The ultimate 
aim of this paper is focused on developing an efficient design 
strategy for simulating hole filler under ICNN arrays with a set of 
inequalities satisfying its output characteristics by considering 
the parameter range. 
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1. Introduction 

Cellular non-linear networks (CNNs), proposed by Chua 
and Yang [1, 2] are essentially non-linear analog electric 
circuits, locally interconnected for distributed computation. 
It is understood that the characteristics of cellular neural 
networks (CNNs) are analog, time-continuous, non-linear 
dynamical systems and formally belong to the class of 
recurrent neural networks. CNNs have been proposed by 
Chua and Yang [l, 2], and they have found that CNN has  
many important applications in signal and real-time  image 
processing [12]. Roska et al. [3] have presented the first 
widely used simulation system which allows simulation of 
a large class of CNN and is especially suited for image 
processing applications including signal processing, 
pattern recognition and solving ordinary and partial 
differential equations etc.  
 
Ahmad and Yaacob [4-6] introduced sin-cos-Taylor-like 
method for solving stiff ordinary differential equations and 
proved the results are better than other methods. Runge-
Kutta (RK) methods have become very popular and 
efficient tools for computational purpose [19-22] and many 
real-time problems are solved. Particularly Runge-Kutta 
algorithms are used to solve differential equations 

efficiently that are equivalent to approximate the exact 
solutions by matching ‘n’ terms of the Taylor series 
expansion. The RK-Butcher algorithm has been introduced 
by Bader [7, 8] for finding truncation error estimates, 
intrinsic accuracies and early detection of stiffness in 
coupled differential equations that arises in theoretical 
chemistry problems. Oliveira [9] introduced  popular RK-
Gill algorithm for evaluation of effectiveness factor of 
immobilized enzymes. Ponalagusamy and Senthilkumar 
[10] discussed about the comparison of RK-fourth orders 
of variety of means and embedded means on multilayer 
raster CNN simulation. 
 
In this article, the hole filing scheme under ICNN 
paradigm with sine-cosine-Taylor-like method is carried 
out and compared with explicit Euler, RK-Gill, RK-
classical fourth order. It is significant to note that the 
explicit sine-cosine-Taylor-like method for solving hole 
filing CNN simulation is a formulation of the combination 
of a polynomial and the exponential function. This method 
requires extra work to evaluate a number of 
differentiations of the function involved. The result shows 
smaller errors when compared to the results from the 
explicit classical fourth-order Runge-Kutta (RK4) is of 
order-6 [4-6].  
 
Using the existing RK-Butcher fifth order method, the hole 
filing has been studied via CNN simulation by Murugesh 
and Badri [23] and the same has been studied by 
Murugesan and Elango [24] using RK fourth order 
method. Dalla Betta et al. [25] implemented CMOS 
implementation of an analogy programmed cellular neural 
network. Qiang Feng et al. [29] proposed new automatic 
nucleated cell method with improved cellular networks. 
Further, they proved that the running speed is 
comparatively high due to the easy hardware 
implementation and high speed of CNN. 
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2. Brief Theoretical Study: Structure and 
Functions of Improved Cellular Neural 
Network 

The architecture of  standard M × N CNN [1,2]  is 
composed of  cells C(i, j) 's where 1 ≤ i ≤ M; 1 ≤ j ≤ N.  M 
× N can be understood as the dimension of the digital 
image P to be processed. The dynamics of each cell is 
given via the equations as below 
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where xi,j  , yi,j , ui,j  and zi,j  represent state variable, 
output variable, input variable and threshold variable 
respectively; S i, j (r) is the sphere of influence with radius 
r; The ak,l 's and bk,l 's are said to be the elements of the A 
template (feedback template) and B template (feed-forward 
template), respectively. The output yi,j is the piecewise 
linear function. C and  Rx determine the recall time. 
 
The constraint / conditions are given by 
 

, ,(0) 1, 1i j i jx u≤ ≤ where C > 0      (2) 

 
and 
 
 Rx > 0 
 
 
Take  C and  Rx at 1. The output function is defined as 
below: 
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where P(i,j) denotes the unitary grayscale of the pixel (i,j) 
in the input image P. M × N can be understood as the 
dimension of the digital image P. It is obvious that the 
range of T* is (0,1). 

3. Hole Filler with ICNN Paradigm 

In a bipolar image all the holes are filled and remains 
unaltered outside the holes in case of hole filing ICNN 
simulation [26-28]. Allow 1,1 == CRx  and take +1 
represent for the black pixel and –1 for the white pixel. If 
the bipolar image is input with { }ijuU =  into CNN and 
the images having holes enclosed by the black pixels then 
initial state values are set as 1)0( =ijx . The output values 

are obtained as NjMiyij ≤≤≤≤= 1,1,1)0(  from 
equation (2). 
 
Consider the templates A, B and the independent current 
source I are 
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where the template parameters a and b are to be 
determined. In order to make the outer edge cells become 
the inner ones, normally auxiliary cells are added along the 
outer boundary of the image, and their state values are set 
to be zeros by circuit realization, resulting in the zero 
output values. The state equation (1) can be rewritten as 

ItutylkjiAtx
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                                                 (6) 
For instance, here the cells  C(i+1,j), C(i-1,j), C(i,j+1) and 
C(i,j-1) are the non-diagonal cells. Designing of hole-filler 
template and its various sub-problems are discussed using 
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CNN simulations [26-28]. Consider the same two 
problems by Yin et al. [26].  
 
Problem 1: The input value uij = 1 for cell C(i,j), signaling 
the black pixel. Because the initial state value of the cell 
C(i,j), has been set to 1, xij (t) = 1, and from equation (3) 
its initial output value is also yij (t) = 1. According to the 
hole-filler demands, its eventual output should be yij (∞) = 
1. To attain this result, set  

0
)(
≥

dt
tdxij                                                 (7) 

Substituting this input uij = 1 and equation (6) into 
equation (7), we obtain 
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Combining equations (7) and (8) and considering the 
minimum value of  xij(t) =1 this case yields 
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Problem 2: The input value of cell C(i,j) is uij = 1, 
signaling the white pixel. Substituting this input value into 
equation (7) gives 
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4. Numerical Integration Methods 

The ICNN is described by a system of nonlinear 
differential equations. Therefore, it is necessary to 
discretize the differential equation for performing 
behavioral simulation. For computational purposes, a 
normalized time differential equation describing CNN is 
used by Nossek et al [11]: 
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1 ≤ i ≤ M; 1 ≤ j ≤ N                   
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where τ  is the normalized time. For the purpose of 
solving the initial-value problem, well established single 
step methods of numerical integration methods are used 
[13]. 
 
These methods can be derived using the definition of the 
definite integral 

∫
+
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Explicit Euler's, the improved Euler predictor-corrector 
and the fourth-order (quartic) Runge-Kutta are the mostly 
widely used single step algorithm in the CNN behavioral 
raster simulation. These methods vary in the way they 
evaluate the integral presented in [7]. 
 

4.1 Explicit Euler’s Method 

Euler’s method is the simplest of all algorithms for solving 
ordinary differential equations. It is an explicit formula 
which uses the Taylor-series expansion to calculate the 
approximation. 
 

))(()())1(( ττττ nxfnxnx ijij ′+=+                 (14) 

 

4.2 RK-Gill Method 

The RK-Gill method discussed by Oliveira [9] is an 
explicit method which requires the computation of four 
derivatives per time step. The increase of the state variable 
xij

 is stored in the constant ijk1 .  This result is used in the 

next iteration for evaluating ijk2  and repeat the same 

process to obtain the values of  ijk3 and ijk4 . 
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Therefore, the final integration is a weighted sum of the 
four calculated derivates per time step given by 
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4.3 Classical Runge-Kutta Method 

The RK-classical fourth order method is an explicit 
method which requires the computation of four derivatives 
per time step. The increase of the state variable xij

 is stored 
in the constant ijk1 .  This result is used in the next iteration 

for evaluating ijk2  and repeat the same process to obtain 

the values of  ijk3 and ijk4 . 
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Therefore, the final integration is a weighted sum of the 
four calculated derivatives per time step which is given by 
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where f(.) is computed according to (2).  
 

4.4 Sine-Cosine-Taylor-Like Method 

Ahmad and Yaacob [4-6] discussed the explicit one step 
method by the composition of a polynomial and 
exponential function. 
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5. Simulation Results and Comparisons 

The hole-filing simulated output presented is performed 
using a high power workstation, and the simulation time 
used for comparisons is the actual CPU time used. The 
settling time Ts is the time from start of computation until 
the last cell leaves the interval [-1.0, 1.0] which is based on 
a specified limit (e.g., |dx/dt|< 0.01). The computation time 
Tc is the time taken for settling the network and adjusting 
the cell for proper position once the network is settled. The 
simulation shows the desired output for every cell. Take  
+1 and -1 to indicate the black and white pixels, 
respectively. It is marked that the selected template 
parameters a and b, are restricted to the shaded area as 
shown in figure 2 for the simulation. The speed is one of 
the major concerns in the simulation. Hence, determination 
of the maximum step-size (Δt) that still yields convergence 
for a template can be helpful in speeding up the system. 
The speed-up can be achieved by selecting an appropriate 
step-size (Δt) for that particular template. Figure 3 shows 
the image before and after hole-filling by employing sine-
cosine-Taylor-like method. 
 

 
Fig. 2 Range of the template 

 

 
 

Fig.3 Image before and after hole-filling by employing sine-cosine-
Taylor-like method 

6. Conclusion 

The importance of the hole filing CNN simulator is 
capable of performing hole-filing simulation for any kind 
as well as any size of input image or hand written 
character. It is a powerful tool for researchers to 
investigate the potential applications of CNN. It is of 
interest to mention that using the sine-cosine-Taylor-like 
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method in the hole filing simulation shows better feasible 
and effective output. It is observed that the hole is filled 
and the outside image remains unaffected that is, the edges 
of the images are preserved and intact. The templates of 
the improved cellular neural network are not unique and 
this is important in its implementation.  In many language 
scripts, numerals and in images etc, there are many holes 
and the CNN as described above can be used in addition to 
the connected component detector. It is noteworthy to 
mention that each pixel receives the information only from 
its immediate neighbors, while the result )(∞xiju  is 
completely global in nature. 
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