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Abstract 
Irrelevant, noisy and high dimensional data, containing large 
number of features, degrades the performance of data mining and 
machine learning tasks. One of the methods used in data mining 
to reduce the dimensionality of data is feature selection. Feature 
selection methods select a subset of features that represents 
original features in problem domain with high accuracy. Various 
methods have been proposed that utilize heuristic or nature 
inspired strategies along with Rough Set Theory (RST) to find 
these subsets. However these methods either consume more time 
to find subset or compromise with optimality. The paper presents 
a new feature selection approach that combines the RST with 
nature inspired ‘firefly’ algorithm.  The algorithm simulates the 
attraction system of real fireflies that guides the feature selection 
procedure. The experimental result proves that the proposed 
algorithm scores over other feature selection method in terms of 
time and optimality. 
 
Keywords: Feature Selection, Rough Set, Firefly Algorithm. 

1. Introduction 

Applications such as machine learning, pattern recognition, 
signal processing, text processing, and web content 
classification involve huge dataset, containing large 
number of features that are difficult to process. 
Furthermore presence of irrelevant, noisy and redundant 
data degrades the quality of output from these applications.  
One of the pre processing steps that remove the redundant 
and irrelevant data and maps the original high dimensional 
space data onto a new reduced dimensionality space data is 
dimensionality reduction. It helps in visualizing and 
representing the data that improves the performance of the 
application. The most common method used for 
dimensionality reduction is feature selection. Feature 
selection is a technique to select optimal subset of features 
that represent the original features in problem domain with 
high accuracy [4]. The feature selection process can 
proceed in either forward or backward direction known as 

forward selection and backward selection method 
respectively. The forward selection method initiates with 
blank set and progress by adding one feature at each step 
that decreases the error till a ny further addition does not 
significantly decrease the error. The backward selection 
method as the name suggests begins with set of all features 
and eliminate one by one at each step that decreases the 
error the most until any further removal increases the error 
significantly.  
 
One of the important mathematical tools to find a subset 
(termed as reduct) of the original features that 
characterizes the basic properties of original features in 
problem domain is Rough Set Theory (RST) 
[15,16,17,18]. It discovers data dependencies and reduce 
the number of attributes contained in data set by purely 
structural methods [3,6]. A ‘reduct’ is a minimal subset of 
attributes that enables the same classification of elements 
of the universe as a whole set of Universe. Rough Set 
Based Attribute Reduction (RSAR) [3] approach provides 
a theoretical background to feature selection problem. 
However RSAR based methods need exhaustive search to 
identify optimal subset of features which is quite 
impractical for most datasets. Various heuristic and 
random search strategies based methods such as Quick 
Reduct [3] and Entropy Based Reduct method [4] are 
capable to avoid such complexity. These strategies ensure 
the success in less time at a cost of degree of optimality. 
They produce the same result every time which is close to 
minimal reduct though which is still useful in greatly 
reducing data set dimensionality. Nature inspired algorithm 
are more powerful for such complex optimization 
problems. Various efforts have been made that combine 
the RSAR approach with nature inspired algorithm to 
improve the performance such as GenRSAR [14], 
AntRSAR [7], PSO-RSAR [1] and BeeRSAR [20] based 
on Genetic algorithm, Ant colony Optimization, Particle 
Swarm Optimization and Bee Colony optimization 
respectively.  These algorithms are able to increase the 
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degree of optimality but suffer from some limitations. The 
performances of GenRSAR, AntRSAR and PSO-RSAR 
are not consistent as it varies with the parameter values 
which are application dependent. Though BeeRSAR 
algorithm does not require any random parameter 
assumption but it c onsumes more time to find the reduct 
[20]. In this paper we present a novel approach for feature 
selection based on nature inspired “Firefly” algorithm 
(FA). Firefly algorithm simulates the attraction system of 
real fireflies. Real fireflies produce luminescent flashes as 
a signal system to communicate with other fireflies, 
especially to prey attraction [22]. Firefly algorithm (FA) 
[21] formulates this flashing characteristic of real firefly 
with the objective function of the problem to be optimized. 
The proposed algorithm (FA_RSAR) is an effort that 
combines FA together with RST to ensure the success in 
less time without compromising the degree of optimality in 
terms of size of subset and corresponding dependency 
degree. Moreover the algorithm does not require any 
random parameter assumption and produce the same result 
every time. The rest of this paper is structured as follows. 
The RSAR approach is described in followed section. 
Section 3 provides brief review of various RSAR based 
feature selection methods. Section 4 explains the proposed 
algorithm. Experimental results are shown in section 5 
followed by section 6 that concludes the paper. 

2. Fundamentals of Rough Sets  

The rough set [16] is the approximation of a vague 
concept by a pair of precise concepts, called lower and 
upper approximations, which are informally a 
classification of the domain of interest into disjoint 
categories. Thus objects belonging to the same category 
characterized by the same attributes are not 
distinguishable. Rough Set Attribute Reduction (RSAR) 
[3] employs a rough set to remove redundant conditional 
attributes from discrete-valued datasets, while retaining 
their information content. Central to RSAR is the 
concept of indiscernibility. Let I = (U,A) be an 
information system, where U is a non-empty set of finite 
objects (the universe); A is a non-empty finite set of 
attributes such that a :  for every . With 
any  there is an associated equivalence relation 
IND(P): 

     (1) 
The partition of U, generated by IND (P) is denoted U/P 
and can be calculated as follows: 

         (2) 
where 

        (3) 

If (x, y)  IND(P), then x and y are indiscernible by 
attributes from P. The equivalence classes of the P-
indiscernibility relation are denoted [x]p.  
Let X  U, the P-lower approximation PX and upper 
approximation PX of set X can now be defined as: 

PX = {x| [x]P  X}        (4) 
 

PX = {x| [x]P  X }         (5) 
Let P and Q be equivalence relations over U, then the 
positive, negative and boundary regions can be defined as: 
 
 
 
 
 
 
 
 
 
The positive region contains all objects of U that can be 
classified to classes of U/Q using the knowledge in 
attributes P.  
 
An important issue in data analysis is discovering 
dependencies between attributes. Intuitively, a s et of 
attributes Q depends totally on a set of attributes P, 
denoted , if all attribute values from Q are uniquely 
determined by values of attributes from P. If there exists a 
functional dependency between values of Q and P, then Q 
depends totally on P. Dependency can be defined in the 
following way: 
For P,Q  A, it is  said that Q depends on P in a degree k 
(0≤ k≤ 1), denoted P  K Q, if 

   (9) 
If k = 1, Q depends totally on P, if 0 < k <1 Q depends 
partially (in a degree k) on P, and if k = 0 then Q does not 
depend on P. headings are to be column centered in a bold 
font without underline. They need be numbered. "2. 
Headings and Footnotes" at the top of this paragraph is a 
major heading. 

3. Reduction Methods  
The reduction of attributes is achieved by comparing 
equivalence relations generated by sets of attributes. 
Attributes are removed so that the reduced set provides the 
same quality of classification as the original. A reduct is 
defined as a subset R of the conditional attribute set C such 
that R(D)= C(D) A given dataset may have many 
attribute reduct sets, so the set R of all reduct is defined as: 

R = {X : X  C, X(D)= C(D)}   (10) 

POSP (Q) =    PX                   (6) 
            
 

NEGP (Q) =     PX                               (7) 
          

BNDP (Q) =    PX       PX             (8) 
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The intersection of all the sets in R is called the core, the 
elements of which are those attributes that cannot be 
eliminated without introducing more contradictions to the 
dataset. In RSAR, a reduct with minimum cardinality is 
searched for; in other words an attempt is made to locate a 
single element of the minimal reduct set Rmin  R : 

Rmin = {X : X   R, Y  R, |X|  |Y|} (11) 
The most basic solution to obtain minimal reduct is to 
simply generate all possible reducts and choose any one 
with minimal cardinality. Exploring all the possible reducts 
and select the best one is an expensive task as well as not 
practical possible for large data set. Many real applications 
need only one reduct with minimal cardinality. So all the 
calculations involved in discovering the rest are pointless.  
To improve the RSAR method a better approach is need. 
This section explains how different methods have been 
improved the performance of RSAR. 

3.1 Quick Reduct 
 
The Quick Reduct Algorithm given in fig1 applies a 
forward selection approach to identify minimal reduct 
without exhaustively generating all possible subsets. It 
starts with an empty set and adds one feature that results in 
the greatest increase in dependency at a t ime, until the 
maximum possible value for the dataset is achieved. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure:1 Quick Reduct 
 
It calculates the dependency of each feature and selects the 
best one. The next best feature is added (that results in the 
greatest increase in dependency) at each iteration until the 
dependency of the reduct candidate equals the consistency 
of the dataset (1 if the dataset is consistent).This process, 
however, is not guaranteed to find a minimal and optimal 
reduct. It generates a close-to-minimal reduct, which is still 
useful in greatly reducing dataset dimensionality. 
 
3.2 Entropy Based Feature Reduction 
Entropy Based Reduction (EBR) method based on [6,19] 
is another approach to discover reduct. A similar approach 
has been adopted in [4] where an entropy measure is used 

for ranking the features. The approach relies on the 
observation that when the rough set dependency measure is 
maximized for a given subset, the entropy is minimized. 
The resulting entropy is 0 in case of consistent datasets 
when the dependency degree is 1. EBR is concerned with 
examining a dataset and determining those attributes that 
provide the most gain in information. The entropy of 
attribute A (which can take values a1...am) with respect to 
the conclusion C (of possible values c1...cn) is defined as: 

p(aj) p(ci|aj)log2p(ci|aj) (12) 
Using this entropy measure the algorithm used in RSAR is 
modified (fig2) to deal with the subsets of attributes 
instead of individual attributes only. The algorithm selects 
the subset with the lowest resulting entropy, at each step. 
The search for the best feature subset is stopped when the 
resulting subset entropy is equal to the entropy of the full 
set of conditional attributes. However, the entropy measure 
is a m ore costly operation than that of dependency 
evaluation which may be an important factor when 
processing large datasets. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure:2 Entropy Based Reduct Algorithm 
 
3.3 Genetic Based Reduct (GenRSAR) 
 

Genetic Based Reduct (GenRSAR) approach employs a 
genetic search strategy which is quite effective for rapid 
search of large, nonlinear and poorly understood spaces 
[5]. Unlike classical feature selection strategies where 
one solution is optimized, a population of solutions can 
be modified at the same time [8]. This can result in 
several optimal (or close-to-optimal) feature subsets as 
output. A feature subset is represented as a binary string 
with length equal to the number of features present in the 
dataset. A zero or one in the jth position in the 
chromosome denotes the absence or presence of the jth 
feature in this particular subset. An initial population of 
chromosomes is created and genetic operators (crossover 
and mutation) are applied on this pool of feature subsets 
that generates the new feature subset pool. This pool is 
again evaluated by calculating the fitness of individuals 
using a suitable criterion function. This function 
evaluates the goodness of a feature subset; a larger value 

QUICKREDUCT (C,D) 
C, the set of all conditional features; 
D, the set of decision features. 
(1) R ← { } 
(2) do 
(3)  T← R 
(4)   
(5) if RU{x}(D)> T(D) 
(6)  T ← RU{x} 
(7) R ← T 
(8) until R(D)== C(D) 
(9) return R 

EBR (C) 
C, the set of all conditional features; 
(1) R ← { } 
(2) do 
(3)  T← R 
(4)   
(5) if E(RU{x})<E(T) 
(6)  T ← RU{x} 
(7) R ← T 
(8) until E(R) == E(C) 
(9) return R 
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indicates a better subset. However the size of population, 
how they are created and which types of crossover and 
mutation used are some important issues. 
The initial population consists of 100 randomly 
generated feature subsets, the probability of mutation 
and crossover set to 0.4 and 0.6 respectively, and the 
number of generations is set to 100. The fitness function 
is defined as follows:  

 
   

                                                                   (13) 
 
 

3.4 Ant Colony Based Reduct (AntRSAR) 
 

The ant colony optimization is a probabilistic technique 
inspired by the foraging behavior of real ants. The real 
ants find the shortest route due to deposition of 
pheromone in the path. Each ant probabilistically prefers 
to follow a direction rich in this chemical.  ACO requires 
a problem to be represented as a graph. The Ant RSAR 
approach [7] reformulates the feature selection task into 
Ant Colony Optimization problem by representing the 
problem as a graph. Each node in a graph represents a 
feature and edges between them denoting the choice of 
the next feature. Initially each ant at each node traverses 
through the graph until a stopping criterion is satisfied. 
They constructed a path in order to search the optimal 
feature subset which is minimum number of nodes 
visited. 
The heuristic desirability of traversal and edge 
pheromone levels are combined to form the so-called 
probabilistic transition rule, denoting the probability of 
an ant at feature i choosing to travel to feature j at time t: 

                                (14) 
where k i s the number of ants, the set of ant k's 
unvisited features, ij is the heuristic desirability of 
choosing feature j when at feature i and ij(t) is the 
amount of virtual pheromone on edge (i, j). The choice 
of α and β is determined experimentally. 
The resulting subsets are gathered and then evaluated. If 
an optimal subset has been found or the algorithm has 
executed for a certain number of times, then the process 
halts and outputs the best feature subset encountered. If 
neither condition holds, then the pheromone is updated, 
a new set of ants are created and the process iterates 
once more. To tailor this mechanism to find rough set 
reduct, it is necessary to use the dependency measure as 
the stopping criterion. This means that an ant will stop 
building its feature subset when the dependency of the 
subset reaches the maximum for the dataset (the value 1 
for consistent datasets). The dependency function may 

also be chosen as the heuristic desirability measure, but 
this is not necessary. 

 
3.5 Particle Swarm Based Reduct (PSO-RSAR) 

 
Particle swarm algorithm is inspired by social behavior 
patterns of organisms that live and interact within large 
groups. The PSO-RSAR[1] discover the best feature 
combinations by observing changes in positive region as 
the particles proceed through the search space. The 
approach defined the search space of m dimensions for 
the reduction problem where T = (U,C,D,V,f) decision 
table, C, the set of condition attributes, consists of m 
attributes. Accordingly, each particle’s position is 
represented as a b inary string of length m. Each 
dimension of the particle’s position maps one condition 
attribute. The domain for each dimension is limited to 0 
or 1. The value ‘1’ means the corresponding attribute is 
selected while ‘0’ means not selected. Each position can 
be “decoded” to a potential reduction solution, a subset 
of C. The particle’s position is a series of priority levels 
of the attributes. The sequence of the attribute will not 
be changed during the iteration. But after updating the 
velocity and position of the particles, the particle's 
position may appear as real values such as 0.4, etc. It is 
meaningless for the reduction. Therefore, a discrete 
particle swarm optimization [14] is introduced for this 
combinatorial problem. During the search procedure, 
each individual is evaluated using the fitness. According 
to the definition of rough set reduct, the reduction 
solution must ensure that the decision ability is the same 
as the primary decision table and the number of 
attributes in the feasible solution is kept as low as 
possible. The algorithm first evaluates whether the 
potential reduction solution satisfies POSE = Upos or 
not (E is the subset of attributes represented by the 
potential reduction solution). If it is  a feasible solution, 
the number of 1’s in it is calculated. The solution with 
the lowest number of 1’s is selected. For the particle 
swarm, the lesser the number of 1’s in its position, the 
better the fitness of the individual. POSE = Upos is used 
as the criterion of the solution validity. As a summary, 
the particle swarm model consists of a s warm of 
particles, which are initialized with a population of 
random candidate solutions. They move iteratively 
through the d-dimension problem space to search the 
new solutions, where the fitness f can be measured by 
calculating the number of condition attributes in the 
potential reduction solution. Each particle has a position 
represented by a position-vector pi (i is the index of the 
particle), and a velocity represented by a velocity-vector 
vi. Each particle remembers its own best position so far 
in a vector Bpi, and its j-th dimensional value is bpij. 
The best position-vector among the swarm so far is then 

fitness(R ) =  R(D)*
|C|-|R| 

         |C|  
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stored in a vector Gp, and its j-th dimensional value is 
gpj. When the particle moves in a state space restricted 
to zero and one on each dimension, the change of 
probability with time steps is defined as follows:  

P(pij(t) = 1) = f(pij(t-1), vij(t-1), Bpij(t-1), Gpj(t-1)) (15) 
 
Where the probability function is 

              (16) 
 
At each time step, each particle updates its velocity and 
moves to a new position according to the following 
equation 
 

vij(t) = w.vij(t-1) + φ1r1(Bp(t-1) – pij(t-1) + φ2r2(Gp(t-1)     
– pij(t-1)                                             (17) 

 

                              (18) 
 
Where φ1 is a positive constant, called as coefficient of the 
self-recognition component, φ2 is a positive constant, 
called as coefficient of the social component. r1 and r2 are 
random numbers in the interval [0,1]. The variable w is 
called the inertia factor, whose value is typically setup to 
vary linearly from 1 to near 0 during the iterated 
processing. is a random number in the closed interval [0, 
1]. In this step, a p article decides where to move next, 
considering its current state, its own experience, which is 
the memory of its best past position, and the experience of 
its most successful particle in the swarm.  
 
3.5 Bee Colony Based Reduct (BeeRSAR) 
 
Artificial Bee Colony (ABC) algorithm [9] for real 
parameter optimization that simulates the foraging 
behaviour of bee colony for unconstrained optimization 
problems[10,11,12,13]. For solving constrained 
optimization problems, a constraint handling method was 
incorporated with the algorithm. In a real bee colony, there 
are some tasks performed by specialized individuals. These 
specialized bees try to maximize the nectar amount stored 
in the hive by performing efficient division of labour and 
self-organization. BeeRSAR is an attempt to implement 
ABC algorithm for feature reduction. In this approach the 
bees select the feature subsets at random and calculate 
their fitness and find the best one in each iteration. This 
procedure is repeated for number of iterations to find the 
optimal subset. In the first step employed bees produce the 
feature subset in random. N random numbers are generated 
between 1 and N and assigned to each employed bee. The 
feature subset is constructed by performing round 
operation on these random numbers, and then extracting 
only the unique numbers from the set. The second step 

produces the new source for employed bees whose total 
number equals half of the number food sources by equation 
(19). 

                            (19) 
Where is a uniformly distributed real random number 
within the range [-1,1], k i s the index of the solution 
chosen randomly from the colony (k = int(rand * N) + 1), j 
= 1, . . .,D  and D is the dimension of the problem. After 
producing vi, this new solution is compared to xith solution 
and the employed bee exploits the better source. In the 
third step of the algorithm, an onlooker bee chooses a food 
source with a higher probability and produces a new 
source in selected food source site. As for the employed 
bee, the better source is decided to be exploited. The 
fitness value for each bee is calculated, using the following 
equation: 

                      (20) 
The probability is calculated by means of fitness value 
using the following equation. 

                                                    (21) 
Where  is the fitness of the solution xi. After all 
onlookers are distributed to the sources, sources are 
checked whether they are to be abandoned. If the number 
of cycles that a source cannot be improved is greater than a 
predetermined limit, the source is considered to be 
exhausted. The employed bee associated with the 
exhausted source becomes a s cout and makes a r andom 
search in problem domain by the following equation. 

                             (22) 

4. Fire Fly Based Reduct (FA_RSAR)  

Nature inspired algorithms are more powerful for 
optimization problems especially NP hard problems. This 
paper presents a n ovel approach for dimensionality 
reduction based on firefly algorithm (FA). Firefly 
algorithm (FA) [21] is inspired by biochemical and social 
aspects of real fireflies. Real fireflies produce a short and 
rhythmic flash that helps them in attracting 
(communicating) their mating partners and also serves as 
protective warning mechanism. FA formulates this flashing 
behavior with the objective function of the problem to be 
optimized. The following three rules are idealized for basic 
formulation of FA (3) all fireflies are unisex so that 
fireflies will attract each other regardless of their sex. (2) 
Attractiveness is proportional to their brightness, which 
decreases as distance increases between two flies. Thus the 
less bright one will move towards the brighter one. In case 
it is unable to detect more brighter one it will move 
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randomly. (3) The brightness of a firefly is determined by 
the landscape of the objective function. Figure 1 describes 
the basic FA algorithm.  
 

 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 3 Firefly Algorithm 
 

The basic FA assumes there exists n fireflies xi, 
i=1,2,….,n initially positioned randomly in the space 
and intensity i o f each firefly is associated with the 
objective function . Only firefly 
with higher flash intensity attracts the other one i.e. Ii>Ij, 
j=1,2,…n, j≠i. Attractiveness or the brightness of firefly 
varies with the distance between firefly i and firefly j i.e. 
rij = d(xi,xj).  In addition the light intensity I decrease 
with the distance from its source and it is also absorbed 
in the air. Thus most of the fireflies are visible only to a 
limited distance.  

 
The proposed feature selection algorithm (FA_RSAR) 
incorporates the basic behavior of FA with RST to 
improve the performance of feature selection procedure. 
The algorithm initially starts with n fireflies xi, 
i=1,2,….,n corresponding to each feature in conditional 
feature set C. The intensity Ii of each firefly xi is 
initialized with its dependency with D, set of decision 
features: 

Ii= γxi(D)    (23) 
Each firefly i f ind its distance with other firefly j and 
determine the increment in intensity of j with the 
movement of i towards j, using equation 24 &25 
respectively, where Ij>Ii, j=1,2,…n, j≠i. 

     
     rij=min( C(D)- xi,,xj)(D))    (24) 
 
     Incj=γ(xi,xj)(D)-Ixj            (25) 

 

Each firefly i thus move towards its best mating partner j 
having minimum distance with i and movement results in 
greatest increase in dependency. If any firefly that does 
not able to find any best matting partner, the intensity of 
firefly i is absorbed by the system and it will be invisible 
to all other fireflies in the space. The movement among 
flies thus results in subsets of fireflies with increase in 
dependency. Each subset is then evaluated for stopping 
criterion i.e. minimality and required dependency (1 for 
consistent dataset). The algorithm follows the same 
procedure for new groups of fireflies generated in 
previous iteration and determines the intensity Iij of each 
group xij by equation (25) until the stopping criterion is 
satisfied. Figure 4 presents the proposed FA_RSAR 
algorithm.   

 
Iij= xi,,xj)(D)                                               (26) 

 
 
 

 

 

 

 

 

 

 

 

 

 

  
 
 
 
 
 

Fig. 4 FA_RSAR Algorithm 
 

Objective function f(x), x = (x1,……x4)T 
Generate initial population of fireflies xi (i=1,2,...n) 
Light intensity Ii at xi is determined by f(xi) 
Define light absorption coefficient γ 
While(t>MaxGeneration) 
for i=1:n all n fireflies 
  for j=1:i all n fireflies 
     if (Ij>Ii), Move firefly i towards j in d-dimension;  
     endif 
    Attractiveness varies with distance r via exp[-γr]  
    Evaluate new solution and update light intensity 
  end for j 
end for i 
Rank the fireflies and find the current best 
end while 
Post process results and visualization  

FA_RSAR(C,D) 
C, the set of all conditional features  
D, the set of decision features 
Objective function R = {X : X  C, X(D)= C(D)} 
Generate initial population of fireflies xi (i=1,2,...n) 
corresponding to each conditional feature 
Light intensity Ii at xi is determined by Ixi=γxi(D) 
F=C 
while ( X(D)!= C(D)) 

F’=F 
F = [ ] 
for i=1:F’ fireflies 
    for j=1:F’ fireflies 

find the best matting partner j for i th at 
satisfies the following conditions 
(i) Intensity of  j is greater than intensity 

of i, i.e. (Ij>Ii) 
(ii) Distance between i and j should be 

minimum in terms of  distance between 
xi,,xj)(D) and C(D) 

(iii) Movement of i towards j increases the 
intensity of  j i.e. γ(xi,xj)(D)>Ixj and  

end for j 
Move firefly i towards j i.e xij. 
Iij= xi,,xj)(D) 
F = F  xij 

end for i 
Evaluate each xij in F for dependency i.e.             

 xij(D) = = C(D) and minimality 
end while 
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Two critical aspects of feature selection problem are the 
degree of optimality (in terms of subset size and 
corresponding dependency degree) and time required to 
achieve this optimality. Existing methods achieved success 
in either of these aspects such as Quick Reduct and EBR 
methods finds reduct in less time but not guaranteed to find 
a minimal subset[1,7,20] whereas GenRSAR, AntRSAR, 
PSO-RSAR and BeeRSAR methods improve the 
performance but consume more time [7,20]. The proposed 
FA_RSAR algorithm works on both these aspects. It 
provides a stochastic approach that overcomes the 
shortcomings of conventional hill climbing approach and 
infeasibility of complete search to identify optimal subset. 
The algorithm can identify several optimal or close to 
optimal features subset as compared to classical feature 
selection strategies where one solution is optimized. 
Moreover it does not require any random parameter 
assumptions hence produces the consistent results. 
 
 
5. Experiments and Results 
 
The algorithm described in previous section is applied in 
medical domain to find minimal attribute set that classify 
the object without deterioration of classification quality. 
Four different medical datasets were obtained from UCI 
machine learning data repository [2] to evaluate the 
performance of proposed algorithm. Table 1 shows the 
details of datasets used in this paper.  

 
Table 1 Detail of Data Sets Used for Experiment 

Data Set Name Total Number 
of Instances 

Total Number of Features 

Dermatology 366 34 
Cleveland Heart 300 13 

Lung Cancer 32 56 
Wisconsin 699 09 

 
 

Table 2 Results of various methods 
Data set Dermatology Cleveland 

Heart 
Lung 

Cancer 
Wisconsin 

Total 
Features 

34 13 56 09 

RSAR 10 7 4 5 
EBR 10 7 4 5 

AntRSAR 8-9 6-7 4 5 
GenRSAR 10-11 6-7 6-7 5 
PSORSAR 7-8 6-7 4 4-5 
BeeRSAR 7 6 4 4 
FA_RSAR 7 3 5 4 

 
 
Table 2 shows the reduct results in terms of size of the 
reduct found by various methods. Experimental result 

shows that the proposed FA_RSAR algorithm produces 
better results as compared to RSAR, EBR, AntRSAR and 
GenRSAR and performs at par with PSORSAR and 
BeeRSAR methods. Moreover the search technique 
applied in FA_RSAR algorithm consumes less time to find 
subset without compromising the results as compared to 
PSORSAR and BeeRSAR methods. Hence the 
experimental study proves that FA_RSAR outperforms the 
other feature selection methods.  
 
 
6. Conclusion 
 
Feature selection is a valuable preprocessing technique for 
applications involving huge data. It refers to the problem 
of selecting minimal attribute set that are most predictive 
to represent the original attributes in data set. The paper 
discussed the strengths and weaknesses of various existing 
feature selection methods. These methods either fail to find 
optimal data reductions or require more time to achieve 
better results. The paper presents a n ew feature selection 
algorithm (FA_RSAR) that incorporates the basic behavior 
of Firefly Algorithm with RST to improve the 
performance. The performance of the proposed algorithm 
is evaluated by comparing it with other methods using 
medical datasets. The experimental results prove that our 
algorithm exhibits consistent and better performance in 
terms of time and optimality as compared to other 
methods.  
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