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Abstract 

Satellite image processing plays a cr ucial role for the 
research developments in many fields of study including 
Astronomy, Remote Sensing, GIS, Agriculture Monitoring 
and Disaster Management. The remote sensing images are 
utilized in many of the researches with the aim of predicting 
natural disasters so that essential precautions can be taken to 
protect the environment. Besides the other, the water 
resource analysis plays a vital role in these researches. 
Traditionally, lots of methods are utilized for the analysis 
and determine some resources like water which are 
becoming extinct in nature. In this work, the methods like 
edge detection, thresholding, image erosion and other color 
and feature extraction algorithms are presented to extract 
water content (river). The algorithms used here includes, K 
means clustering algorithm, Hill Climbing Algorithm, Color 
histogram and image thresholding. Here, the condition of 
river like normal, drought or flood is also predicted by 
visual inspection of the processed satellite image.  
 
Keywords: Binary Thresholding, Hill Climbing Algorithm and K 
means clustering algorithm. 

1. Introduction 

Content extraction particularly from satellite is gaining great 
importance as it addresses to retrieving specific problem like 
extraction of vegetation, road, railways, water bodies etc. 
from the image. Water is becoming extinct in some areas 
while in the rest it is causing trouble like floods. The salient 
image regions are often useful for applications like image 
segmentation, adaptive compression and region-based image 
retrieval and obtained by mapping the pixels into various 
feature spaces, where upon they are subjected to various 
grouping algorithms. In this paper, the algorithms explained 
are used to predict condition of the rivers such as drought, 
normal or flooded and thus helps to predict the amount of 
water content in an area.   

2. Scheme1: River image processing using 
Color Using Color histogram, k means 
clustering and Hill climbing Algorithm  

2.1    K means Clustering   
In this method of image segmentation we use K means 
method to divide the image into a number of clusters. But 
before considering all this it is important to understand how 
a basic K means algorithm works K-means (Macqueen, 
1967) is one of the simplest unsupervised learning 
algorithms that solve the well known clustering problem and 
is used to cluster observations into groups of related 
observations without any prior knowledge of those 
relationships. 
 
The algorithm clusters observations into k groups, where k 
is provided as an input parameter. It then assigns each 
observation to clusters based upon the observation’s 
proximity to the mean of the cluster. The cluster’s mean is 
then recomputed and the process begins again.  
 

2.1.1   Algorithm Steps  
 
1. To classify a given data set through a certain number of 
clusters (assume k clusters) fixed a priori. The main idea is 
to define k centroids, one for each cluster. 
2. These centroids should be placed in a cunning way 
because of different location causes different result. So, the 
better choice is to place them as much as possible far away 
from each other.  
3. The next step is to take each point belonging to a given 
data set and associate it to the nearest centroid.  
4. Continue the process until no point is pending. At this 
point we need to re-calculate k new centroids as centers of 
the clusters resulting from the previous step.  
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5. After we have these k new centroids, a new binding has to 
be done between the same data set points and the nearest 
new centroids and a loop is generated. 
6. As a result of this loop we may notice that the k centroids 
change their location step by step until no more changes are 
done. In other words centroids do not move any more.  

2.1.2  Objective Function 
This algorithm aims at minimizing a squared error function 
(objective function) given by: 

                  (1) 

,where  is a chosen distance measure between 
a data point  and the cluster centre , is an indicator 
of the distance of the n data points from their respective 
cluster centres.  
 
One of the main disadvantages to k-means is the fact that it 
requires the number of clusters as an input to the algorithm. 
The algorithm is not capable of determining the appropriate 
number of clusters and depends upon the user to identify this 
in advance. For example, if you had a group of people that 
were easily clustered based upon gender, calling the k-
means algorithm with k=3 would force the people into three 
clusters, when k=2 would provide a m ore natural fit. 
Similarly, if a group of individuals were easily clustered 
based upon home state and you called the k-means algorithm 
with k=20, the results might be too generalized to be 
effective.  
 
For this reason, it’s often a good idea to experiment with 
different values of k to identify the value that best suits your 
data. Suppose that we have n sample feature vectors x1, x2, 
..., xn  all from the same class, and we know that they fall 
into k compact clusters, k < n . Let mi be the mean of the 
vectors in cluster i. If the clusters are well separated, we can 
use a minimum-distance classifier to separate them. That is, 
we can say that x is in cluster i if  || x - mi || is the minimum 
of all the k distances. This suggests the following procedure 
for finding the k means: 
 
Make initial guesses for the means m1, m2, ..., mk 
 
Until there are no changes in any mean 

1. Use the estimated means to classify the samples 
into clusters. 

2. For i from 1 to k, replace mi with the mean of all 
of the samples for cluster i 
Else end. 
 

 
          Figure1: K means algorithm  
 
Here is an example showing how the 
means m1 and m2 move into the centers of two clusters. 
 

2.2   Hill climbing algorithm 
Hill climbing is good for finding a local optimum (a good 
solution that lies relatively near the initial solution) but it is 
not guaranteed to find the best possible solution (the global 
optimum) out of all possible solutions (the search space). 
 
The relative simplicity of the algorithm makes it a popular 
first choice amongst optimizing algorithms. It is used widely 
in artificial intelligence, for reaching a g oal state from a 
starting node. Choice of next node and starting node can be 
varied to give a list of related algorithms. Hill climbing can 
often produce a better result than other algorithms when the 
amount of time available to perform a search is limited, such 
as with real-time systems. Hill climbing technique can be 
mathematically represented as follows:  
 
Hill climbing algorithm attempts to maximize (or minimize) 
a target function , where   is a vector of continuous 
and/or discrete values. At each iteration, hill climbing will 
adjust a single element in  and determine whether the 
change improves the value of . (Note that this differs 
from gradient descent methods, which adjust all of the 
values in  , at each iteration according to the gradient of the 
hill.  
 
With hill climbing, any change that improves  is 
accepted, and the process continues until no change can be 
found to improve the value of .  is then said to be 
"locally optimal". 
 
In discrete vector spaces, each possible value for  may be 
visualized as a vertex in a graph. Hill climbing will follow 
the graph from vertex to vertex, always locally increasing 
(or decreasing) the value of ,until a local 
maximum (or local minimum) xm is reached. 
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2.3    Color histogram  
In image retrieval systems color histogram is the most 
commonly used feature. The main reason is that it is 
independent of image size and orientation. Also it is one of 
the most straight-forward features utilized by humans for 
visual recognition and discrimination. Statistically, it 
denotes the joint probability of the intensities of the three 
color channels. Once the image is segmented, from each 
region the color histogram is extracted. The major statistical 
data that are extracted are histogram mean, standard 
deviation, and median for each color channel i.e. Red, 
Green, and Blue. So totally 3× 3 = 9 features per segment 
are obtained. All the segments need not be considered, but 
only segments that are dominant may be considered, because 
this would speed up the calculation and may not 
significantly affect the end result. 
 

2.4    Procedure 
 
Following iterations are performed to get the color based 
image retrieval using hill climbing segmentation:  
1) Converting input image from RGB to CIE Lab  
2) Generate CIE Lab 3D Color Histogram  
3) Searching the initial seeds from 3D color histogram 
4) Obtain 3 initial seeds for K-means clustering 
5) Applying K-means clustering. 
l 

3. Scheme2: River extraction by using 
grayscale and Thresholding for segmentation 
and image erosion 

3.1   Thresholding 
 It is a simple and effective means for obtaining a 
segmentation of images in which different structures have 
contrasting intensities or other quantifiable features. The 
input to a thresholding operation is typically a grayscale or 
color image. In the simplest implementation, the output is a 
binary image representing the segmentation. Black pixels 
correspond to background and white pixels correspond to 
foreground (or vice versa). In simple implementations, the 
segmentation is determined by a single parameter known as 
the intensity threshold. In a single pass, each pixel in the 
image is compared with this threshold. If the pixel's intensity 
is higher than the threshold, the pixel is set to, say, white in 
the output. If it is less than the threshold, it is set to black.  
 
It converts the grayscale image I to a b inary image. The 
output image BW replaces all pixels in the input image with 
luminance greater than level with the value 1 (white) and 
replaces all other pixels with the value 0 (black). Specify 

level in the range [0, 1]. This range is relative to the signal 
levels possible for the image's class. 
 

3.2    Program code 
The code for which is as follows: 
clc; 
clear all; 
a=imread('Belgrade.jpg'); 
figure(1),imshow(a),title('original satellite image of 
Belgrade river '); 
x= rgb2gray(a); 
b=im2bw(a,.35); 
c=(~b); 
d=imfill(c,'holes'); 
s=immultiply(x,b); 
x1=double(b); 
mask = adapthisteq(x1);            
se = strel('square',5); 
marker = imerode(mask,se); 
obr = imreconstruct(marker,mask); 
figure(3),imshow(obr,[]),title('result of river detection'); 

4. Results of river extraction from the satellite 
image [17], [18], [19], [20] and [21] 

 
      (a)                              (b)                    (c) 

     
       (d)                             (e)             (f) 

      
       (g)                             (h)            (i) 
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       (j)                             (k)            (l) 

    
       (m)                             (n)           (o) 

    
          (p)                    (q)          (r) 

     
         (s)                    (t)        (u) 
 
Figure2: (a), (d), (g), (j), (m), (p) and (s) are original input images of 
rivers( viz.  Missisippi river, Colville River delta, ganges-brahmaputra 
River delta,  Belgrade River, Amazon River , Boteti river Botswana and  
Montmorency River respectively) from satellite. 
 
Figure2: (b), (e), (h), (k), (n), (q) and (t) are the results obtained from k-
means algorithm along with color histogram and Hill climbing algorithm. 
 
Figure2: (c), (f), (i), (l), (o), (r) and (u) are the results obtained from 
thresholding, followed by image erosion and edge detection. 
 
Note: For figure 2: (c), (f), (i), (l), (o) and (r) shows results 
obtained at the specified threshold level in table 1and shows 
that a very low contrast image (eg. figure 2(s)) does not give 
satisfactory result (figure 2(u)) even if the threshold is 
reduced. 
 
Table 1: impact of threshold level and number of histogram 
of bins 
   

    

Figure 
No Name of the 

image 

Scheme 1:   
Number of 
histogram 
bins 

Scheme 2: 
Value of the 
Threshold 
level 

2(a) Missisippi 
river 13 0.32 

2(d) Colville River 
delta 7 0.2 

2(g) 
Ganges-
brahmaputra 
River delta,  

11 0.35 

2(j) Belgrade River 12 0.15 

2(m) Amazon River  10 0.28 

2(p) Boteti river 
Botswana  14 0.40 

2(s) Montmorency 
River 25 0.15 

 
Above table 1 shows that for a very high contrast image less 
number of bins gives good result while for a very low 
contrast image scheme 2 cannot be used and it also requires 
large number of bins to uniquely identify the content from 
the image.  
Below table 2 shows that for a very low contrast image the 
status of the river is not predictable and scheme 1 gives 
better result while for a high contrast image, scheme 1and 2 
both gives sufficient results.  
 
Table2: Condition of the river  

 
Figure  
No 

  
Name of the 
image 

Condition of the 
river 

2(a) Missisippi river Normal 

2(d) Colville River 
delta Flooded 

2(g) 
Ganges-
brahmaputra 
River delta,  

Normal 

2(j) Belgrade River Normal 

2(m) Amazon River  Flooded 

2(p) Boteti river 
Botswana  Drought 

2(s) Montmorency 
River Unpredictable 

 

5.     Conclusion 
Thus, the proposed Hill climbing algorithm along with k 
means clustering algorithm works well and helps in 
extracting color of the desired information from the image 
while edge detection and threshold level also helps to extract 
fine details from the satellite image. Both these schemes can 
be used to predict river condition as drought, flooded or 
normal.  
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By varying threshold level in k m eans clustering a 
distinguished color that helps to distinctly identify the 
desired information. 
 
By varying threshold level and then applying image erosion 
and edge detection fine details can be extracted from the 
image but this gives gray level. 
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