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Abstract 

This paper is based on an ant colony optimization algorithm 
(ASDR) for solving FPGA routing for a route based routing 
constraint model in FPGA design architecture.  I n this approach 
FPGA routing task is transformed into a Boolean Satisfiabilty 
(SAT) equation with the property that any assignment of input 
variables that satisfies the equation specifies a v alid route. The 
Satisfiability equation is then modeled as Constraint Satisfaction 
problem, which helps in reducing procedural programming.  
Satisfying assignment for particular route will result in a valid 
routing and absence of a satisfying assignment implies that the 
layout is unroutable. In second step ant colony optimization 
algorithm is applied on the Boolean equation for solving routing 
alternatives utilizing approach of hard combinatorial optimization 
problems. The experimental results suggest that the developed ant 
colony optimization algorithm based router has taken extremely 
short CPU time as compared to classical Satisfiabilty based 
detailed router (SDR) and finds all possible routes even for large 
FPGA circuits.   
Keywords: Ant colony optimization, FPGA Routing, Ant 
Satisfiabilty based detailed routing (ASDR), Boolean Satisfiabilty 
SAT. 

1. Introduction 
A variety of devices is currently available for developing and 
implementing digital systems. Usually, a designer can choose from 
a wealth of software-oriented devices like general-purpose-
processors, micro-controllers, digital signal processors, or 
application-specific instruction set processors (ASIPs). On the 
other hand, hardware devices—so-called application-specific 
integrated circuits (ASICs)—are available, which are designed for 
predefined processing tasks. By providing programmable selection 
of alternate logic and routing structures, field-programmable gate 
arrays can be considered to be located at the intersection of 
software and hardware-oriented systems. Using modern design 
software, circuits can be designed and implemented very rapidly. 
There are many different FPGA architectures available from 
various vendors including Altera, Xilinx [XILINX, 01], Actel, 
Lucent, Quick Logic and Cypress. The layout structure of these 
FPGAs depends upon three parameters configurable logic blocks, 
I/O blocks and programmable routing [Wu, 97]. Our main 
consideration in this paper is on pr ogrammable FPGA routing 
shown in [Section 2]. Boolean-based routing is a recent approach 
that is used for solving routing problem in FPGA layout. Boolean 
based routing problem can be represented as a l arge atomic 
Boolean function, which is satisfiable if the layout is routable 

otherwise routing option is not considered i.e. any satisfying 
assignment to the variables of the routing Boolean function 
represents a legal routing solution [Nam, 99]. Recent advances in 
SAT solving algorithms (learning and non-chronological 
backtracking [Aloul, 01]) and efficient implementation techniques 
(e.g. fast implication engine) have dramatically improved the 
efficiency and capacity of solving the routing tasks in FPGA’s. But 
there is still need to improve it so that FPGA routing task can be 
optimized. Quantum mechanics properties are used to solve FPGA 
routing by considering it as Satisfiability problem and then 
quantum search algorithms are applied on it [see Subsection 4.1]. 
Quantum search algorithms are much efficient than the classical 
algorithms in solving the search based problems, which take less 
number of iterations than other algorithms [see Section 5] [Grover, 
96].  Many search style solutions have been proposed for SAT, the 
best known being variations of the Davis-Putnam procedure 
[Aloul, 01] which is based on a b acktracking search algorithm 
.The other algorithms that are used in the SAT based problems are 
backtracking search, resolution based checker, integer linear 
programming based routing, BDD, recursive learning etc [Silva, 
97]. A new approach for FPGA routing, which is based on the Ant 
colony optimization which is improvement over other SAT 
solvability algorithms for FPGA routing is illustrated in this paper.  
The ant colony optimization meta-heuristic is inspired from the 
natural foraging behavior of real ants and has been used to find 
good solutions to a wide spectrum of combinatorial optimization 
problems. Classically many search style solutions have been 
proposed for SAT, the best known being variations of the Davis-
Putnam procedure [Aloul, 01] which is based on the backtracking 
search. The other algorithms that are used in the SAT based 
problems are backtracking search, resolution based checker, 
integer linear programming based routing, BDD, recursive 
learning etc [Silva, 97]. A new approach for FPGA routing is 
illustrated in this paper, which is based on t he ANT colony 
optimization. 
 
2. FPGA Layout 
 The standard island style FPGA architecture Xilinx 4000 
[XILINX, 01] is used in this experiment [see Fig. 1(a)]. This 
architecture consists of two-dimensional array of configurable 
logic blocks CLBs, Connection blocks C blocks and switching 
blocks S blocks [Chan, 93]. Each CLB marked L in [Fig. 1(a)] 
contains the combinational and sequential logic that implements 
the functionality of a circuit. C and S blocks contain programmable 
switch form the routing resources [29]. C blocks connect CLB pins 
to channels via programmable switches. S blocks are surrounded 
by C blocks and allow signals to either pass through [5].The 
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routing capacity of a g iven FPGA architecture is expressed by 
three parameters W, Fc, Fs [Iwama, 02]. The channel width W is 
the number of tracks in a vertical or horizontal channel. The C 
block flexibility Fc is defined to be the number of tracks that each 
logic pin can connect to [28]. The S block flexibility Fs denotes 
the number of other tracks that each wire segment entering an S 
blocks. Each wire segment entering this S block can connect to one 
track on each of the other three sides, hence Fs=3[see Fig. 1(b)]. 
Each logic pin can be connected up t o any two tracks in the C 
block, thus Fc=2[In Fig. 1(c)] 

 
 (a)  

 
 (b) Fs = 3         (c) Fc =2 

                       Fig 1: Island style FPGA model 

2.1 Boolean SAT based FPGA detailed routing 
formulation 
 Boolean SAT-based routing [8, 9] is the approach in which the 
routing task is transformed into an atomic Boolean function which 
is satisfiable (has an assignment of input variables such that the 
generated function evaluates to constant “1”) if and only if the 
design is routable. Any satisfying assignment to the binary 
variables of the Boolean function gives a legal routing solution. In 
this method Boolean routability function R (X) [28], has been 
formulated where X is a suitable Boolean vector of binary 
variables that encode the track number for each two-pin 
connection, can be expressed as the 
conjunction )()()( XEXLXR ∧= . Liveness constraint function 
L(X) guarantees that at least one global route alternative per two-
pin connection should be chosen as a final legal routing solution. 
Exclusivity constraint function E(X) ensures that electrically 
distinct nets with overlapping vertical or horizontal spans in the 
same channel are always assigned to different track [5].  
 
Boolean variables represent each routing alternatives of a netlist 
that represent all of the detailed routes [see Fig.3 (b)]. In this 
problem for NET A, there are only three possible detailed routes 
indicated by the three Boolean variables AR0, AR1, AR2 [28]. 
NET B and C are designed with their routes and the corresponding 
variables. A particular route is validated as the routing solution if 

its corresponding Boolean variable is assigned the logic value 
1[see Fig.3 (b)]. For a netlist with n two-pin connections, Liveness 
constraints yield a set of n CNF clauses, each containing Fc 
positive literals. A single Boolean function represents all Liveness 
and exclusivity constraints which gives the routability of a 
particular netlist. 
 

[ ] sourcesallrNetsallnallfornExclusivenLivenessXR Re)()()( ∈∈∧=  
 
Where X is a vector of Boolean variables that represent the 
possible detailed routes for each of the nets. 
 

NET A route Boolean variable (AR0, AR1, AR2) 
NET B route Boolean variable (BR0, BR1, BR2) 
NET C route Boolean variable (CR0, CR1, CR2) 

(a)  
Liveness (A) = ( )210 ARARAR ∨∨  

Liveness (B) = ( )210 BRBRBR ∨∨  

Liveness (C) = ( )210 CRCRCR ∨∨  
                                                                            (1) 

(b) Liveness constraints 
             

Exclusively (Resource (4, 1, 0)) = 00 BRAR ∨  

Exclusively (Resource (4, 1, 1)) = 11 BRAR ∨  

Exclusively (Resource (4, 1, 2)) = 22 BRAR ∨  
Exclusively (Resource (2, 1, 0)) = 02 CRAR ∨  

Exclusively (Resource (2, 1, 1)) = 12 CRAR ∨  

Exclusively (Resource (2, 1, 2)) = 22 CRAR ∨  
(2)  

(c) Exclusivity constraints. 
Fig 3: Global routing configuration for NETS A, B and C and three 

possible detailed routes for NET A. 
 
3. Ant Colony Optimization 
 
Ant colony optimization is encouraged by research on the behavior 
of ant colony [12, 13]. Ant colonies are skilled of finding shortest 
paths between their nest and food sources because the ants 
correspond indirectly by disposing traces of pheromone as they 
walk along a particular path. The subsequent ants follow the paths 
which posses the strongest pheromone information, since ants on 
short paths are quicker, pheromone traces on t hese paths are 

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 4, No 2, July 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 336



amplified very repeatedly. Pheromone information is permanently 
reduced by evaporation, which diminishes the influence of 
formerly chosen unfavorable paths. This combination focuses the 
search process on short, favorable paths. Dorigo et al. introduced a 
met heuristic known as ant colony optimization (ACO) which is 
inspired by this biological model. Artificial ants are a 
generalization of real ant behavior. They are sometimes enriched 
with some capabilities which do not find a natural counterpart. To 
mimic this behavior in an ACO framework, artificial ants leave 
numeric information called artificial pheromone trail (APT) [27]. 
This stigmergetic form of communication using APT among 
individual ants guides all ants to obtain the global optimal solution 
efficiently.  

3.1 The Proposed algorithm: ASDR (Ant based 
Satisfiabilty Detailed Routing) 
This Proposed algorithm consists of the following steps: 
Step 1. Initialize the pheromone values and generate all the SAT 
problems and let iterCount=2M (where M is the number of nets in 
an FPGA circuit).The pheromone information is encoded in an 
MxM pheromone matrix.  
Step 2. Do until iterCount is not zero. 
Step 3. Take a subset of the SAT problems and generate ants to 
represent each of the chosen SAT problems. 
Step 4. Simulate the ant movement [27]. Take a subset of ant and 
insert them into the queue. 

 
Step 5. Generate FPGA routing solution and perform logic 
simulation. 
The Routing pattern can be generated by generating the 
permutations based upon the number of nets. The permutations are 
used as inputs for the SAT problem and are solved for those 
values. The satisfying values represent the valid routes. 
Step 6. Update pheromone strengths. 
The pheromone matrix is updated by multiplying the pheromone 
values with an evaporation factor ρ<1.  
Step 7. If all the SAT problems are solved, then terminate. 
Otherwise, decrement iterCount and then go to step 2. 
 
The overall processing flow of the ASDR is given by the 
following Flow chart 
 

 
 

Fig 4: Processing Flow Chart of ASDR 

4. Experimental Results 
 
 ANT Colony algorithms are tested for the circuits shown in Table 
1. We have assumed that global routing and placement of circuits 
are given.  I n our experiments we have varied the S block 
flexibility from 3 to 3*w and C block flexibility was set to Fc=W 
so that CLB pin can connect to any number of tracks. It shows 
ANT Colony routing results for reasonably large circuits. The 
benchmarks are from [26], Firstly ASDR algorithm assigns each 
net to a sequence of routing resources consisting of C-block and S-
blocks and then divides each net into horizontal and vertical 
segments, and sort them by channel. After that for each horizontal 
channel j, apply the left-edge channel routing algorithm [9, 24] to 
determine the minimum number of tracks required to route that 
channel Set. In the second last step for each vertical channel I, the 
routing constraint functions are formulated and CNF formula for 
that constraint has been generated. And lastly invoke ASDR on the 
CNF “clause database” generated in step. Using this approach all 
the benchmark circuits could be routed in about 1 m inute. ANT 
Colony provides routing solutions very quickly and cheaply even 
with large-scaled circuits without using intensive computational 
resources. It also avoids the net-ordering problem by considering 
all the nets simultaneously, and finds a solution if there exists any.  
In this approach number of FPGA routing architecture can be 
easily accommodated via proper Boolean function manipulations.  
The results have shown that using our method the circuits’ diffeq, 
ex1010 are routed easily by taking less CPU time. The following 
table gives the results that are calculated with our experiment, the 
second column shows the number of tracks that are calculated for 
each circuit and it is  the minimum length that is calculated with 
this algorithm for each circuit. The last column depicts the actual 
time taken in sec to route the circuits and it has been compared 
with SDR [24] which is inspired by the same approach but to solve 
the Boolean equations GRASP has been used. It has been shown 
in the graph that ASDR has taken less CPU time as compared with 
SDR.   
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Table 1: Experimental results with ASDR 
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Fig3: Comparison of SDR and ASDR for different circuits 

5. Conclusion 
We have tried to improve the performance of the FPGA routing by 
solving it using ACO algorithm. Our algorithm works as a 
collection of agents work collaboratively to explore the different 
routes. A stochastic decision making strategy is proposed in order 
to combine global and local heuristics to effectively conduct this 
exploration.  Our algorithm is more effective in finding the near 
optimal solutions and scales well as the problem size grows. It is 
also shown that with substantial less execution time the proposed 
method achieves better solutions. We have compared our 
algorithm with the simple SAT solver and the results have shown 
that it has taken less CPU time as compared to simple SAT solver 
for every circuit that have been taken for our experiment. The 

results have shown that our ASDR algorithm has routed the dsip, 
diffeq circuits in less CPU time and the second column in the table 
have shown the minimum channel width needed to route the 
circuits and the results have shown that dsip, diffeq circuits are 
routed with minimum channel width with this approach. The sixth 
column has shown the time taken by our approach for converting 
the Boolean equation in CNF form and last column depicts the 
actual time taken(in sec) by ASDR to solve the Boolean equation 
corresponding to the circuits taken in this study.  Also the ASDR 
has been compared with the previously designed SDR and the 
results have clearly depicted that for all the circuits, ASDR has 
routed them with less CPU time as compared to SDR.ANT Colony 
finds a feasible minimum FPGA routing architecture for a given 
circuit. In either case, if the routing solution exists. ANT Colony 
provides routing solutions very quickly and cheaply. Experimental 
results suggest that this approach is quite suitable for large-scaled 
FPGA applications 
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