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Abstract 

In order to contribute to security sharing and transmission of 
medical images, this paper propose a new approach for 
Watermarking image based on the techniques of Code Division 
Multiple Access (CDMA), Discrete Wavelet transform (DWT) 
and Error Correcting Code (ECC). The motivation of this 
approach is to improve the quantity of data integration with the 
conservation of the image visual quality. Therefore, this work 
permits to the user the capacity to correct the possible alterations 
if it exists. IRM and Echographic medical image are used to 
experiment this approach. 
Keywords: Error Correcting Code, Watermarking, Code 
Division Multiple Access, Discrete Wavelet transform, Medical 
image. 

1. Introduction 

The revolution in technology and communication took 
place today affects various areas that lead to automate 
and facilitate the tasks of the working staff. Among the 
areas most affected, the the medical field that is usually 
named "telemedicine" is considered in this work. 
 
The approach proposed in this work consists on designing 
a control and monitoring system in order to protect 
medical data shared between the hospitals. The idea is 
then to think about digital watermarking [1].  
 
Indeed, this approach allows patients to insert data into a 
set of different types of images (IRM, Echography, 
Radiography…). Obviously, all of the data included 
(Signature, Address Patient Record, Hospital Signature, 
Medical Diagnostic) should be hidden, protected and 
correctly transmitted as the image is been shared between 
hosts. 

2. Approach Presentation 

First, information about the patient coordinates, medical 
center coordinates and eventually medical diagnostic are 
introduced. This information is organized, in data 
message, as shown in Fig.1. 
 

 

Fig. 1 User interface for medical data introduction. 

Then, the message is treated in two steps: 

Step 1: Data Insertion: 

As shown in Fig.2, once information has been introduced 
by user, the step of data insertion in the medical image 
begins. 
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Fig. 2 Data insertion. 

First, using the MD5 algorithm (Message Digest 
algorithm) [2], the binary signature of the hospital center 
is generated. This signature coded in 128 bits is 
concatenated with the full data of the patient and the 
medical diagnostic result to form a message to be inserted 
in the image. 
This message is coded by the error correcting code. In the 
proposed approach, The BCH (Bose, Ray-Chaudhuri and 
Hocquenghem) [3] is used in order to protect the message 
from alteration resulting on different attack. At this step, 
the coded message, the key and the original image are 
done, the watermarking can be started. 
In the reception, the watermarked image is obtained. This 
image may be altered as a result on different attacks. The 
next step on this approach consists in extracting the 
message from the watermarked image. 

Step 2: Data Detection: 

As shown in Fig.3, the detection is partitioned into 3 main 
parts: 
Using the secret key, the message is extracted from the 
received image.   
Then the BCH algorithm is used to verify the conformity 
of the obtained message and correct the possible 
alterations if they exist. 
After that, the hospital center signature from the patient 
information is separated. 
Finally, the signature is identified using a signatures 
database that leads to control the authenticity of the 
image.  
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Fig. 3 Data detection. 

CDMA Method [4]: to improve the rate of data integration. 
The Error Correcting Corrector BCH: to contribute to the 
data confidentiality, data verification and eventually error 
correction.  
The Wavelet Transform [5]: defines the domain where the 
insertion will be done. 
The MD5 Method: to generate the hospital center 
signature and verify the authenticity of the received 
medical image. 

2.1  CDMA Method 

CDMA is a frequently used method in data transmission. 
This method consists in mixing different signal s in 
emission and detecting them in reception [6]. 
The CDMA uses the spectral dilatation of the signal which 
is transformed from a reduced spectral space signal to a 
noise-like signal with a large spectral band [7]. 
In this method, each bit equal to "1" is replaced by an M-
sequence symbol, and each bit equal to "0" by a 
complimentary M-sequence symbols.  
These sequence symbols should be chosen in respect to 
some mathematical proprieties. 
In reception, a correlation between the received signal and 
a replication of the random code permits to generate the 
message bits by using the sign of the signal-values. 
In respect to the compromise between the data integration 
rate and the quality of the watermarked image, many 
experiences are being and they prove that using 8 layers 
permit to give a good result.  
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2.2  Error Correcting Code 

In order to contribute to robustness, performance and 
effectiveness of the data transmission, the patient’s coded 
information should be secure and reliable.  
The error correcting code is chose to deal with the problem 
of the alteration when receiving the signal. These 
alterations are due to different attacks when the signal is 
transmitted in the canal.  
The error correcting code consists on adding to the signal 
supplementary bits as redundancy that permits to detect 
and eventually correct the signal errors. 
In this approach, the BCH (Bose, Chaudhuri and 
Hocquenghem) is chose to work with which is a case of 
using a binary data in the Reed-solomon (RS) code. 
A "RS" code (n ,k, d) leads to BCH code (n', k', d') with n' 
is the length of the  coded word and it is equal to n. and k' 
is the initial code dimension and d' represents the minimal 
of the hamming distance that is superior to d [8]. 
It is necessary to note that the BCH code permits to correct 
a number of errors 't' between: 
 

                 (1) 

2.2.1 Galois Field  

For better understanding, a brief definition for Galois field 
is needed.  For each integer q, we call a Galois field with 
defined arithmetic operators as a set of integers modulo q. 
The BCH filed is defined with a binary data group:  
GF(2) = {0,1}. This BCH field contains an "Or-exclusive" 
operator for addition and an 'And' operator for 
multiplication. In other hand, a superior order set is used: 
GF(qm) with m is an odd number. This field has the same 
proprieties as the first even though; q is obtained by using 
a 'm' degree irreducible polynomial. 

Propriety 1:  

P(x) is an m degree irreducible polynomial. GF (QM) is a 
BCH field defined by P(x).  
The polynomial p(x) does not contain roots in GF (qm) 
field but it has a set of roots out of the field. We note ''α'' a 
root of this polynomial. The set of roots is: 

},...,,{ 210 mq . 

Propriety 2:  

If α is a root for GF (qm) then )12mod()(  mjiji   is 
a root. 

2.2.2 Coding [9] 

In order to code a message in BCH field, a predefined 
polynomial which is named generator polynomial is used. 
The code word is defined as a result of the Galois filed 
multiplication. The Galois field used is the field in which 
the root of the generator polynomial exits. 

2.2.3 Decoding 

The decoding step needs a set of algebraic operations such 
as: Given a p(x) polynomial that presents the received 
word. 
The decoding step needs a set of algebraic operations such 
as: Given a p(x) polynomial that presents the received 
word. 

Step 1:  

Compute the syndrome: S1= p (α1), S2= p (α2), … S2t= p 
(α2t) with 't' the number of errors that the code may correct. 

Step 2:  

If the syndrome is null, the received message is correct and 
without errors and the algorithm is ended otherwise, go to 
the step 3. 

Step 3:  

The number of errors that has taken place is calculated. It 
is noted δ. δ corresponds to the rank of the following 
matrix: 
 

                        (2) 

Step 4:  

Depending on the number of errors, we solve the 
following system: 
 

        (3) 

Step 5: 

Calculate the δ roots:  
 ii  ,....,1 corresponding to the polynomial M(x) 

defined as: 
 

             (4) 
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Step 6:  

The errors take place in the positions i1,..., iδ, and these 
bits corresponding to the preceding positions would be 
reversed. 

2.3  Multi-resolution Approach 

As shown in Fig.4, the multi-resolution consists in 
presenting an image in several levels of resolution [10]. 
Given the original image I, and after N level 
decomposition, we will get two spaces:  
The first named D-Space which corresponds to the details 
space (D1, D2, D3 ...DN) .This space is obtained by 
extracting the high frequencies from the initial image.  
The second space named A-space is the approximation 
space (A1, A2, A3 ... AN), it represents the lows 
frequencies signals extracted from the original image I. 
Each image from the N levels-image and belonging to one 
of the preceded spaces, corresponds to a defined\ 
frequency-band image level. 
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Fig. 4 Principe of multi-resolution approach. 

2.3.1 Contribution of Wavelet 5/3 

Wavelet 5/3 permits to work in the multi-resolution……. 
domain instead of the spatial domain [11].  They are based 
on the use of two types of filters, the first is a 5 order 
high-pass filter and the second is 3order low-pass filter. 
Indeed, this type of wavelet requires a short computing 
time. These wavelets are reversible, conservative and 
frequently used in the JPEG2000 standard [12].  
The equations of decomposition and reconstruction 
wavelet 5/3 are as follows: 

Decomposition: 

           (5) 

          (6) 
 

With:                         S0[n]=X[2n]; 
                                  d0[n]=X[2n+1]; 
                                  X: input signal.  

Reconstruction: 

The image reconstruction is based on the use of the 
application of the following two equations called twice 
GALL [12]: 

        (7) 

         (8) 

3. Attacks Types 

In order to evaluate the robustness and effectiveness of 
our watermarking method, it is necessary to investigate 
the influence of different attacks on image. Many criteria 
will be explained above, but first we present attack that 
could be composed into two types [12]:  
• Innocent Attacks; 
• Malicious attacks. 

3.1  Innocent attacks 

During the transmission phase, the image undergoes 
different treatments such as filtering, compression, 
geometric transformations. These treatments are classified 
as innocent attacks. 

3.2  Malicious attacks 

Malicious attacks prevent the reception of the signature of 
the watermarked image. These attacks may desynchronize, 
or even destroy it and this will lead to the loss of coded 
data. 
Malicious attacks concern jittering, extra marking attack, 
and copying attack, mosaics attacks... 

4. Evaluation of Watermarking Algorithm 

Many criteria are used to evaluate the watermarking 
algorithm. The most important are being the quality of the 
image and the robustness of the watermarking scheme 
against various attacks. 
The quality of the watermarked is evaluated with two 
types of measures [13]: 

4.1  Subjective measures 

In the case of medical images, the subjective evaluation 
for image quality is defined by a group of appreciation 
scale experts. The format distance required is 4 times the 
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height of the screen. Table 1 shows the observations scale 
of image quality [14] [15]: 

Table 1: Index of appreciation scale for image quality 

Note Quality 

5 Excellent 

4 Good 

3 Average 

2 Fair 

1 Poor 

 
Subjective measures are however costly, especially if you 
work with a large set of medical images. 

4.2  Objective measures 

Objective measures are based on the comparison between 
the original image and the received watermarked image. 
From these measures, we find the relative entropy, the 
mean squared error, the average absolute error, the Peak 
Signal to Noise Ratio (PSNR) and the weighted PSNR. 

Signal to noise ratio and peak signal to noise ratio: 

Among the most important distorting measures in image 
processing is the Signal to Noise Ratio SNR and the 
Peak Signal to Noise Ratio PSNR.  
The SNR and the PSNR are respectively defined by 
the following formulas: 
 

   (9) 

  

 

(10) 

Weighted peak signal to noise ratio: 

The Peak Signal to Noise Ratio PSNR is based on 
comparing pixel to pixel the original image and the 
received watermarking image. The wPSNR proposed by 
Voloshy Noviskiand and Al [16] is defined by the 
following formulas:  
 
      

                                                   (11) 
With var(i,j) representing the local variance of pixel(i,j), 
I(i,j) the intensity value for the  pixel(i,j) from the original 
image and  Iw(i,j) the intensity value for the  pixel of the 
image in test. M and N are respectively the height and 
width of the image. 

5. Watermarking Schema Description 

Our Watermarking Schema is divided into two steps: 

5.1  Insertion step 

1. Compute the hospital signature center using 128-bit 
MD5 as a hash function. 
2. Concatenate the signature that contains the patient-
information and diagnostic data.  These data will be 
transformed into binary message and encoded using the 
error correcting codes (BCH). 
3. The standard JPEG2000 is the fifth level of  ……….. 
decomposition, but in the insertion stage we stop at 
the second level of the decomposition in order to increase 
the insertion capacity. And then, we extract the 3 bands of 
details (horizontal, vertical and diagonal). 
4.  From a master key, we generate 24 different keys. 
They allow us to obtain 24 pseudo-random sequences 
(SPBA1, SBPA2... SBPA24). 
5. The data to insert will be divided into 3 equal parts that 
correspond to the details bands (horizontal, vertical and 
diagonal). Each part will be divided into 8 blocks 
corresponding to the number of layers.   
6. Each sub block is composed by adding (+SBPA) if we 
have ''1'' in the message and (-SBPA) if we have ''0''. Then, 
8-square matrixes are obtained. These matrixes will be 
superposed to form the final watermark. 
 
All of these steps are illustrated in the Fig.5.   
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Fig. 5 Construction of all the marquees in a scheme to 8 layers. 
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Once the watermark message is constructed, the data 
obtained will be watermarked in the original image.  
The watermarking process is done in 3 steps as shown in 
Fig.6: 
1. The obtained matrixes will be multiplied by a visibility 

coefficient α. 
2. Add each detail (vertical, horizontal, diagonal) to each 

resulting matrixes. 
3. Reconstruct the watermarked image by applying the 

inverse wavelet-transform. 
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× × ×
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Fig. 6 Watermarked insertion algorithm. 

5.2 Detection Step 

In order to extract the image signature, use the inverse 
steps of the insertion phase is proposed.  
With the principal key, a same-sized image matrix is 
generated. 
This matrix is formed by a sequence of SBPA. Then, 
multiplication pixel by pixel is used between the SBPA 
matrix and the watermarked image as it is shown in the 
bellow Fig.7.  
Finally, the message that is inserted in the watermarked 
image is extracted [17]. 
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Data Base 
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Data 2 Data 3 
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Fig. 7 Watermarked extraction algorithm. 

6. Results 

The watermarking algorithm with a different IRM and 
Echographic images is evaluated.  
The message is formed with:  
• Signature of hospital center; 
• Patient information; 
• Diagnostic information. 
This algorithm permits to detect the totality of the 
message inserted in the tested images. 
When the tested watermarked image undergoes ''copy 
/past'' attack, a message containing the patient’s and 
diagnostic information data in addition to the hospital 
signature are extracted. But in some images the extracted 
signature are different from the initial one. About it, we 
concluded that some alteration have been occurred 
The Fig.8 and Fig.9 show measures of PSNR and wPSNR 
when the visibility coefficient α varies. 
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Fig. 8 PSNR and wPSNR for IRM image. 

 

 
Fig. 9 PSNR and wPSNR for Echographic image. 

 

Fig.10 and Fig.11 show the quality of IRM and 
Echographic watermarked image robustness of our 
watermarking schema against JPEG attacks with different 
rate compression. For rate compression equal to 90%, 
80%, 70% and 60%, the watermark is successfully 
recovered (for the two types of medical images). 
Concerning the error correcting code (Fig.12), many tests 
show that we are able to correct the occurred errors when 
the tested images get compression image rate inferior to 
50%. 
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Fig. 10 PSNR and wPSNR for IRM image watermarked and compressed. 
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 Fig. 11 PSNR and wPSNR for Echographic image watermarked 
compressed. 
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 Fig. 12 Remaining errors after correction for Echographic and IRM 
image with α=5. 

Fig.13 and Fig.14 show the quality (PSNR and wPSNR) 
of the IRM and Radiographic images after applying an 
impultionnel noise attack. 
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 Fig. 13 PSNR and wPSNR for IRM images watermarked and attacked 
by an impultionnel noise. 
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 Fig. 14 PSNR and wPSNR for Echographic images watermarked and 
attacked by an impultionnel noise. 

Concerning the robustness, many tests show that after 
adding an impultionnel noise attack, all inserted data are 
extracted, verified and corrected. 
In what follows, Fig.15 and Fig.16 show the results, in 
term of visual quality (PSNR and wPSNR), for 
watermarked test images attacked by Gaussian noise with 
zero mean and different variances. 
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 Fig. 15 PSNR and wPSNR for IRM images watermarked and attacked 
by a Gaussian noise. 
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 Fig. 16  PSNR and wPSNR for Echographic images watermarked and 
attacked by a Gaussian noise. 

In the detection phase, and when extract and correct data, 
these obtained messages underwent alterations. Fig.17 
shows the inefficiency of our method to face such attacks. 
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 Fig. 17  Remaining errors after correction for Echographic and IRM 
image with α=5. 

7. Conclusions 

In this paper, which deals with medical image 
watermarking, we aimed using the "multi-layers" method. 
On the other hand, the hash function MD5 is used to 
improve the message integrity and the CDMA to increase 
the number of bits to insert. The authenticity and the 
robustness of the received image are verified against 
different attacks. 
Despite using the correlation technique to extract data, we 
used the BCH code as an Error Correcting Code in order 
to correct the eventual errors that may occur due to 
different types of attacks. 
The insertions of 1536 bits using this new approach have 
lead to a good result in terms of image quality of the 
watermarked image. The robustness of this method is 
verified for the "copy/paste" attack, JPEG 2000 
compression attack, and impultionnel and Gaussian noise 
attack. 
Our method gives us a good result in the case of 
"copy/paste" attack, impultionnel noise attack and the 
JPEG 2000 compression when we are limited to 50% as a 
rate of compression.  
On the other hand in the case of Gaussian noise attack the 
received message undergoes different alterations. 
The major inconvenient of this method consist in the use 
of different layers, key, and this becomes binding when 
dealing with a large number of images. 
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