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Abstract 

This paper presents a n ew object-based video compression 
approach. It consists on pr edicting video objects motions 
throughout the scene. Neural networks are used to carry out the 
prediction step. A multi-step- ahead prediction is performed to 
predict the video objects trajectories over the sequence. In order 
to reduce video data, only the background of the video sequence 
is transmitted with the different detected video objects as well as 
their initial properties such as placement and dimensions. 
Experimental results show the effectiveness of the proposed 
approach in terms of the compression rates. 
Keywords: video compression, object tracking, neural network, 
multi-step-ahead prediction. 

1. Introduction 

The video was integrated into all sectors of modern 
communication, even for low-bandwidth services like 
mobile communications. Thus, effective techniques for 
analysis, description and video compression are important 
areas and have great interests. Various standards for video 
compression exist. The ISO Moving Picture Experts Group 
(MPEG) concern towards compressed video storage, 
whereas the International Telecommunications Union (ITU) 
addresses real-time multi-point or point-to-point 
communications over a network. 
Generally video sequences have strong correlations in the 
same frame and between successive frames. There are high 
redundancies in the same frame, the spatial redundancies, 
and between successive frames, the temporal redundancies. 
Most of video compression techniques aim to exploit these 
correlations and high redundancies in order to achieve 
better compression.  
Video compression techniques can be categorized into four 
main axes [1]. There has been object-based technique 
which considers that a v ideo sequence is a collection of 
different objects [2]. Objects are usually extracted by a 
segmentation step [3]. Each object has its own shape, 
texture and motion representation and can be processed 
differently. Coding each object differently provides 
different compression ratio for each one and allows direct 
access and manipulation. MPEG-4 relies on this idea. 

Different distortion levels for different parts of the scene 
may be accepted and each object has its own stream. The 
second axis of video compression techniques is the 
waveform compression which uses the time as a t hird 
dimension. Such applications we find the DCT and the 
wavelets [4-5]. Many researches have been carried out 
based on this technique. In [6] for example, Ouni et al 
proposed a low complexity DCT based video compression 
method. This latter consists on 3D to 2D transformation of 
the video frames; that is means a temporal redundancy 
projection of each group of pictures into spatial domain. 
The result is combined with spatial redundancy in one 
representation and then is JPEG compressed. However, 
this approach is efficient only for low motion sequences 
and cannot be employed for fast motion sequences. The 
third axis of video compression techniques is the model 
based one which performs video analysis and structural 2D 
or 3D model synthesis [7]. The fractal based techniques 
represent the last axis of video compression techniques. In 
this framework, successful approaches which are applied 
to image coding are extended to video applications [8]. An 
overview on video compression standards can be found in 
[1, 9-10]. 
In this paper, we will focus on object-based video 
compression techniques in which motion estimation is 
performed. Block matching algorithm is one of the most 
used for motion estimation techniques. MPEG and H26x 
have used this approach for efficient encoding [11]. 
Joumana et al in [12], exploited the spatial prediction since 
adjacent blocks in a frame have similar motion activity. A 
model for Kalman filtering of motion information is 
generalized. Several frameworks are proposed in [13] 
relying on Kalman filter to exploit the intra-redundancy 
between motion vectors of a macroblocks group in a frame, 
as well as the inter-redundancy with macroblocks from a 
previous frame. Kalman filter is used to predict the 
position of a block in the next frame knowing its actual 
position. Significant improvements in video compression 
efficiency, as shown in [14], have been achieved by 
introducing intensive spatial-temporal prediction. In [15], 
the authors proposed a saliency-based attention prediction 
to detect the interesting regions in the video; only a small 
number of selected attention regions are encoded with high 
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priority to keep a high subjective quality, while less 
interesting regions are treating with low priority. Thus, 
prediction techniques are very important for video 
compression based on motion estimation. 
In this work, we suggest to employ neural networks to 
achieve prediction task in video compression technique 
based on motion estimation. In fact, neural networks are 
known as well promising tools for prediction. Also, in the 
recent years, they have been successfully applied to video 
compression. They have been used for intra-frame coding, 
object segmentation, object clustering and motion 
estimation [16]. 
The remainder of this paper is organized as follows: an 
overview of video compression process based on motion 
estimation is presented in section2. Section 3 introduces 
the new neural network based video compression approach. 
It describes the neural network based prediction and how it 
is employed to accomplish video compression. The 
simulation results are presented in section 4 followed by a 
conclusion and future work in the section 5. 

2. Video compression process 

The entire compression decompression process in most of 
video coding based on motion estimation is basically the 
same as is illustrated in Fig. 1.  These video coding use the 
hybrid coding approach; they exploit simultaneously the 
intra-frame and inter-frame redundancies to encode the 
video [17]. The intra-frame coding compresses a f rame 
independently of other frames. This frame, considered as a 
key frame noted by I-frame, is JPEG encoded. The inter-
frame coding compresses the differences between frames. 
Motion compensated prediction technique is utilized. 
Motion prediction can be applied on image blocks or on 
video objects. A search for a good match block or object in 
the reference frame is done. If such block or object is 
found, their motion vectors are transmitted, as well as the 
difference of the current frame with the compensated 
image is also JPEG encoded and sent. There are two types 
of frames using motion compensated prediction: predicted 
frame or P-frame, which is coded using only previously 
decoded frames as reference frames, and Bidirectional 
predicted frame or B-frame, which is predicted from past 
and future frames.  
In Fig. 1, the left side shows the encoder and the right one 
shows the decoder. It is noted that the encoder contains in 
itself a d ecoder to calculate the error term which is the 
difference of the current frame with the compensated one. 
Then the decoder takes the reference frame, applies to it 
the transmitted motion vectors and adds the error term, to 
finally get the current image. 

 

 
 

Fig.1. Motion compensation based video compression 
 

Motion estimation is the most computationally expensive 
operation in the whole compression process. It also 
influences the performance of the encoder. Hence, in the 
last decades, researchers take an important interest to this 
field. 

2.1. Motion estimation 

There are several methods treating the motion estimation 
problem. In [18], Laguittonand and Toumoulin presented a 
motion analysis review. The authors discussed different 
method dealing with motion estimation as block matching, 
differential methods, Bayesian filtering, etc. Block 
matching algorithm is the most basic and the largely used 
method for video compression. The current frame is 
divided into a matrix of macro blocks. The latter are 
compared with corresponding blocks and their adjacent 
neighbors in the preceding frame. The block that best 
match the corresponding one in the frame is then chosen 
and the motion vector is deducted. This movement is 
calculated for all the macro blocks comprising a frame. An 
optimal performance for motion estimation is produced 
using the full search algorithms [19] at the expense of a 
huge encoding complexity. Other faster algorithms were 
proposed [19-20] allowing a smaller number of block 
candidates in the search area such as three step  s earch, 
four step search, diamond search , adaptive rood pattern 
search, etc. The differential methods are derived in 1981 
from the work of Horn and Schunck [21] and Lucas and 
Kanade [22]. They are based on luminance conservation 
assumption over time with small movements between two 
successive images [23-24]. Kalman filtering is a particular 
case of the Bayesian filtering technique. Given a previous 
state, kalman filter can produce the current one. This filter 
is a single step-ahead-prediction method. 
In this work, a multi-step-ahead-prediction neural network 
is used to predict the video object motion in a set of frames. 
We consider here movies sequences with moving objects 
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and stationary camera. First of all, we are bringing to 
localize the video object in a frame and separate it from the 
background. Thus, we have to estimate the background as 
well as the video object and trying to stipulate its trajectory 
throughout the scene.  

2.2. Background estimation 

Background estimation is usually used for detecting 
moving objects in a video sequences taken from stationary 
camera. Moving objects can be detected by the difference 
of a current frame and a r eference frame, called 
“background model”, or “background image”. The 
background image must be a r epresentation of the 
sequence with no moving objects. Many different 
background estimation techniques have been proposed 
over the last years like a mixture-of-gaussians model [25], 
background registration technique [26], mean-shift based 
estimation [27], eigen-backgrounds, temporal median filter, 
Kernel density estimation, Kernel-based Background 
Learning [28]. A review on these and other techniques can 
be found in [29]. A common principle of these techniques 
is to construct a background model in order to compare it 
to each new frame for differentiating the regions of unusual 
motion. Temporal median filter is one of the primary 
methods to estimate the background model. A median 
value of the last n frames is considered as the background 
model. This approach is used in this work in order to 
estimate the background of video sequence. 

2.3. Video object detection, segmentation and 
tracking 

Video compression standards like MPEG-4 use object 
segmentation principle to identify the moving objects of 
each frame in a video sequence [30]. Moving object 
detection from a video sequence is widely used for target 
tracking purposes. Its objective is to locate the foreground 
objects in the video sequence, which defines objects of 
interest. Many approaches have been proposed for video 
object segmentation. Background subtraction approach is 
generally used to segment video objects with a stationary 
camera. The moving object is extracted by computing the 
difference between the current frame and the estimated 
background model [31-33]. The difference between two 
successive frames allows extracting the position and the 
shape of the moving objects [26]. Optical flow approach 
detects moving objects in a s cene and generates their 
correspondence velocity [33]. Other approaches for 
detecting moving objects are used such as: level sets [34], 
active contours [35], geodesic active contours [36], visual 
attention and spatio-temporal information saliency [37]. 
Combining the spatial segmentation criterion with the 
temporal one gives more accurate segmentation results. In 

[38], the author found better results using spatial 
homogeneity as the primary criteria, which incorporates 
motion information and luminance simultaneously. 
Background subtraction algorithms produce a binary image 
at each frame in a v ideo sequence representing the 
foreground mask which corresponds to the moving objects 
in the video. Several approaches have been proposed to 
track objects throughout the scene relying on background 
subtraction. Matching approach is one of the most used to 
track objects in video sequences [39]. Hence, a 
correspondence problem is posed to best match objects 
between successive frames. This problem can be solved by 
exploiting consistencies in the video objects as position, 
shape, velocity and appearance. Simple foreground masks 
features and objects features can be matched between 
successive frames like areas, bounding boxes and 
appearance histograms [33]. Also, matching shape models 
appear in various work as cited in [32, 40]. Connected 
components in the binary foreground masks are tracked. 
An object identity is assigned per connected component 
and is maintained through successive frames. When a new 
component appears, a new object identity is assigned. 
In this work, we will consider the problem of multiple 
objects tracking in which occlusions, object fragmentation 
and object merging are not considered. We will consider 
rigid moving objects with a stationary camera. Tracking 
problem is still a challenge. Many researches have been 
proposed to improve this problem solving. In [41], the 
authors proposed a multiple object tracking using a neural 
cost function. Real-time motion estimation by object-
matching for high-level video representation is proposed 
by Aishy et al in [42]. A general framework for multi-
human tracking using Kalman filter and Fast Mean Shift 
algorithms is proposed by the authors in [43]. Kalman 
filters are usually used to make predictions for the 
subsequent frame and to locate position or to identify 
associated parameters of the moving video object. 
 
Our video compression scheme is summarized as follows: 
After estimate the background model of the video 
sequence with temporal median filter technique, the video 
objects are extracted using background subtraction 
algorithm. The segmentation results are enhanced by 
combining spatial segmentation criterion as ‘canny’ and 
‘gradient’ filter. Once objects are extracted in each frame, 
matching approach is applied in order to track these 
objects throughout the scene. An object identity is assigned 
for each connected component in the binary foreground 
masks and is maintained through successive frames. To 
find the best match object, different consistencies are 
exploited such as object position, bounding box dimension, 
and area. The object that closely matches the 
corresponding one in the reference frame is chosen and 
then motion vector is deduced. If no match is found, then a 
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new object identity is assigned. Once motion vector is 
deducted for each video object in the scene, it will be taken 
as an input vector to the neural network. The latter has to 
be trained so as to be adapted to the object motion. Multi-
step-ahead-prediction neural network is performed to 
predict the video object motion in multiple frames. As we 
have mentioned, in this work we consider movies 
sequences with moving objects and stationary camera. 
Thus, at the encoder side, we have to transmit one time the 
background and the video objects as their initial positions 
in addition with neural networks parameters. Then, the 
decoder has to take the transmitted background image, the 
video objects with their corresponding initial positions. 
Prediction of motion vector for each video object 
throughout the scene is performed using multi-step-ahead 
prediction neural network. Then, each frame is 
reconstructed by applying on the background image the 
existing video objects and their associated predicting 
placements and trajectories over the sequence. In the next 
section, we detail how neural network can be employed 
into our video compression approach. 

3. Neural network based video 
compression method 

In recent years, neural networks have been successfully 
applied to video compression. They have been used for 
frame image compression for example. Kohonen neural 
network is used to resolve optimization problem of vector 
quantization method [44]. Feed-forward and locally 
recurrent neural networks are used in [16] to achieve 
Quad-tree Segmentation approach. Neural networks have 
been also used for object segmentation and clustering since 
Video signals can be viewed as a set of different objects 
which can be coded independently. To perform video 
segmentation into different objects, fuzzy neural network is 
applied to segment the video frames by identifying the 
background and the foreground.  For human image 
sequences as video conference video, a neuro-fuzzy video 
segmentation is performed by combining the spatial and 
the temporal information [45-46]. Moreover, neural 
networks have been employed for motion estimation. 
Hierarchical motion estimation is performed by using a 
Hopfield neural algorithm [47]. 
In this paper, an object-based video compression using 
neural networks is proposed. Neural networks are 
employed to perform prediction of the objects motion 
throughout the scene. Given an actual position of an object 
in a f rame Fn, the next p positions of this object from 
frame Fn+1 to frame Fn+p are predicted. Feedforward 
neural networks are used to predict nonlinear signal since 
1987 [48]. Thus, during recent years neural networks have 
attracted researchers’ attention to produce more models for 

time series prediction. For example, predicting video 
traffic or video conferencing sequences have been 
achieved using recurrent neural network [49]. In this work, 
we propose to apply a recurrent neural network in order to 
accomplish a multi-step-prediction for object positions in a 
set of frames. 

3.1. Recurrent neural networks 

Neural networks can be divided into two categories 
according to the nature of the connections between 
different network layers. There are networks with only 
feedforward connections from the input layer to the output 
one. These are feedforward neural networks like Multi-
layer perceptron (MLP). Networks that present one or 
more feedback connections, that is they have at least one 
directed cycle are called recurrent neural networks. This 
creates an internal state and gives held to interesting 
dynamic behaviors. Dissimilar to feedforward neural 
network, recurrent one can employ their internal memory 
to process arbitrary input sequences. This memory can be 
exploited for the multi-step prediction by storing 
previously predicted values to generate new values through 
time. 
Several methods for training a recurrent neural network 
exist. Backpropagation through time (BPTT) is one the 
most widely used. BPTT method is based on converting 
the recurrent network with feedback connections to a 
feedforward network without any feedback connection by 
folding the network through Time. The most frequently 
used training method for feedforward networks is the 
backpropagation algorithm. BPTT is an adaptation of this 
training method [50]. 

3.2. Application recurrent neural network to video 
compression 

In this work, a recurrent neural network is applied to video 
compression process. Given an initial position of a video 
object in a certain frame, the role of this neural network is 
to predict its subsequent positions in the next frames set. A 
multi-step-ahead prediction is then carried out. At the 
encoder side, the video sequence is got to be analyzed. 
Detection and extraction processes of moving objects are 
performed. Also, tracking scheme is carried out in order to 
track the movement of each object throughout the scene. 
Then, a r ecurrent neural network is trained so as to be 
adapted to the object motion. This network is composed by 
three layers (see Fig. 2): the first one is the input layer, the 
second is the hidden layer and the third one is the output 
layer. 
Input layer constitutes the dynamic memory of the network 
and serves to memorize the past inputs of the network. 
This dynamic memory is obtained by the feedback 
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connection from the output layer to the input one. 
Information available back in time or past inputs are 
inserted in a d elayed buffer according to the size of the 
tapped delay line d and are discretely shifted as time passes, 
Y=y(t),y(t-1),y(t-2),…,y(t-d). Past inputs can be external or 
estimated inputs. For h-step-ahead prediction, neural 
network architecture is used h times. For each time step 
prediction k (k=1,...,h-1), the output ŷ(t+k) is memorized 
in the input layer to estimate the next value (see Fig. 2).  

 

 
 

Fig. 2. Proposed neural-network architecture for multi-step-ahead 
prediction 

 
The hidden layer serves to memorize features of learned 
examples, increasing then the generalization ability of the 
network as with feedforward neural network. To train the 
recurrent neural network, backpropagation through time 
(BPTT) is employed. BPTT is a gradient-based technique 
which is used to minimize total error in order to adjust 
each weight in proportion to its derivative with respect to 
the error. Two different styles of training exist: incremental 
training and batch training. In incremental training the 
weights are updated each time an input, t, from the training 
set is presented to the network. In batch training the 
weights are only updated after all the inputs are presented. 
Summed squared error (SSE) is used to measure 
performance function. Each pattern from the training set, t, 
adds to the cost, all output units k: 
 

 
(1) 

  

 
(2) 

 
where y is the desired output, ŷ is the network output, n is 
the total number of available training samples, h is  th e 

multistep prediction horizons, i.e. the total number of 
output nodes and η is the learning rate. 
A linear transfer function is employed for the output 
neurons, while a log-sigmoid transfer function is employed 
for the neurons in the hidden layer: 
 

 
(3) 

4. Experimental results and discussion 

4.1. Video corpus 

The “highway” video sequence is chosen to evaluate the 
performance of our proposed video compression approach. 
This sequence is taken from a stationary camera during day 
time and with same light intensity. The sequence that we 
consider is composed by 322 frames cropped to 230 x 352 
pixels of 24 bits-true color each one. That is, this raw data 
occupies 625658880 bits, i.e.  74.5844 MO. Fig. 3 depicts 
the frame number 116 of the original sequence “highway”. 
 

 
 

Fig. 3 Original image (Frame number 116) 
 

4.2. Video analysis 

First of all, we have applied the temporal median filter 
technique to estimate the background image (see Fig. 4). 
Then, background subtraction approach is used in order to 
detect and segment video objects. Background subtraction 
algorithms produce a binary image at each frame in a video 
sequence representing the foreground mask which 
corresponds to the moving objects in the video. We have 
combined the spatial segmentation with the temporal one 
in order to improve video-objects segmentation results.  
Fig. 5 illustrates the detected and segmented video objects 
in the frame 116.  
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Fig. 4 Estimated background image 
 

 
 

Fig. 5 Detected and segmented video objects in the frame 116 
 

Once objects are extracted in each frame, matching 
approach is applied in order to track these objects 
throughout the scene. An object identity is assigned for 
each connected component in the binary foreground masks 
and is maintained through successive frames. To find the 
best match object, different consistencies are exploited 
such as object position, bounding box dimension, and area. 
The object that best matches the corresponding one in the 
reference (previous) frame is chosen and then the motion 
vector is deduced. If no match is found, a new object 
identity is assigned. Once motion vector is deducted for 
each video object in the scene, it will be taken as an input 
vector to the neural network. The latter has to be trained so 
as to be adapted to the object motion.  

4.3. Recurrent neural network for video 
compression 

We predict objects motion in the highway sequence by 
using a recurrent neural network. This network is 
composed by three layers. The first layer has 4 inputs 
neurons to introduce the values of the centre coordinate as 

well as the height and the width of the bounding box of the 
video objects. The hidden layer comports 10 neurons and 
the output layer comports h sets of 4 output neurons, where 
h is the multistep prediction horizons. In this work a 10-
multi-step-ahead prediction is carried out. The learning 
rate  η is fixed to 0.01 and tapped delay line d is fixed to 6. 
At the input, all data are normalized to be in the interval   
[-1 1] and then in the output they are transformed to the 
real values. The following figures show the first step 
prediction (Fig. 6), the 5th step prediction (Fig. 7) and the 
10th prediction (Fig. 8) of the bounding box width for the 
second video object detected in the scene. 
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Fig. 6-  1st step prediction of bounding box width for the second 
video object detected in the scene 
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Fig. 7- 5th step prediction of bounding box width for the second 
video object detected in the scene 
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Fig. 8- 10th step prediction of bounding box width for the second 
video object detected in the scene 

 
At the encoder side, we have to transmit one time the 
background and the video objects as their initial positions. 
The video object that has the best resolution is chosen to 
be transmitted as a pattern and then is resized and placed 
according to its positions and dimensions over the frames. 
Furthermore, the decoder has to take the transmitted 
background image, the video objects with their 
corresponding initial positions. Prediction of motion vector 
for each video object throughout the scene is performed 
using 10-step-ahead prediction neural network. Training 
the neural network is performed per each video object.   
Hence, each frame is reconstructed by applying on the 
background image the existing video objects and their 
associated predicting placements and dimensions over the 
sequence. The Fig. 9 illustrates a r econstructed frame by 
applying the video objects on the background with the 
respect to their positions and dimensions in a given frame. 

 

 
 

Fig. 9- Reconstructed frame number 116 
 

4.4. Performance metrics and evaluation 

To analyze the results of our proposed work, Peak Signal 
to Noise Ratio (PSNR) and Compression Ratio are 
employed. PSNR is calculated between the original frame 
and the reconstructed one: 
 

 
(4) 

 
Where mse is the Mean Square Error defined by: 
 

 
(5) 

 
where m and n denotes respectively the number of rows 
and columns in the image and xi,j and yi,j represent the 
corresponding pixel respectively in the original and 
reconstructed frame.  
Fig. 10 depicts the PSNR values of the reconstructed video 
sequence. 
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Fig. 10- PSNR values of the reconstructed video sequence 
 

Compression Ratio (CR) is the ratio between the number 
of bits required to transmit the video sequence before 
compression and after compression. Before compression 
the video is coded with 625658880 bi ts whereas after 
compression the video is coded only with 2219880 bi ts, 
that is mean a CR in the order of 280 (1:280).  

4.5. Discussion and analysis 

 We have obtained a g ood result in term of compression 
ratio at the expensive of the quality of the compressed 
video. As we observe in the Fig. 10, there are well 
reconstructed frames with high PSNR values and also there 
exist badly reconstituted frames with law PSNR values. 
This is due to the small illumination changes since we have 
transmitted one time the background over the video 
sequence, which has not in reality the same illumination 
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throughout the scene. Also, a p attern per video object is 
transmitted to be placed and scaled in the appropriate 
frame, whereas the video object may change vision 
according to its distance from the camera. The smallest 
PSNR values in the curve of Fig. 10 are due since a new 
object appears in the scene. We can conclude that our 
proposed approach is a lossy compression method but it is 
efficient in term of compression ratio.  T he compression 
ratio can be highest when the video sequence presents 
similar motion objects in a long duration scene. 

5. Conclusion 

We have presented a new object-based video compression 
approach using a n eural network. The latter is used as a 
tool to predict object motion throughout a video sequence. 
In order to reduce video data, only the background of the 
video sequence is transmitted with the different detected 
video objects as well as their initial properties such as 
placement and dimensions. Obviously, video sequences are 
taken here by a stationary camera for better adaption to this 
approach. Experimental results show the effectiveness of 
the proposed approach in terms of compression rates 
despite the deterioration in the quality of the video. 
However, this approach becomes very efficient for long 
duration video sequences which present similar moving 
objects. Furthermore, this approach presents other 
important features and can be used for other applications 
such as video summarization and description. As future 
work, we propose to study the use of 3D object 
segmentation and reconstruction for video compression 
purposes in order to enhance results, give better 
generalization and improve performances.  
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