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                             Abstract  
We have designed and simulated an adaptive line enhancer 
system for conferencing. This system is based upon a least-
mean-square (LMS) and recursive adaptive algorithm (RLS) 
Performance of ALE is compared for LMS&RLS algorithms. 
Keywords:LMS,RLS,ALE 
 1. INTRODUCTION                                                                                                               

Among the noise cancelling applications of the adaptive 
filters are the adaptive noise canceller and adaptive line 
enhancer. While the adaptive noise canceller uses a 
contaminated input, as well as a reference input 
correlated with the buried signal, the adaptive Line 
enhancer uses a single input signal. A delayed version 
of the single input signal is used to decorrelate the   
noise component and remove it from the device output. 
There are a number of circumstances where a periodic 
signal is corrupted by broad-band noise, i.e. the Noise 
with components over a wide range of frequencies. This 
case utilizes an Adaptive Line Enhancer, for detection 
and tracking of the periodic components buried in broad 
band noise. In ALE, a fixed delay is inserted in a 
reference input drawn directly from the input signal, so 
as to cancel the interference. The delay chosen must be 
of sufficient length to cause the broad-band signal 
components in the reference input to become de-
correlated from those in the primary input.  

 1.1.Different Issues of Adaptive Line Enhancer                                                   
An ALE consists of a delay element .The input xn 
consists of signal sn plus noise nn. The estimated output 
 ௡ෞ is subtracted from the input signal xn to produce theݔ
estimation error en. This estimation error is in turn used 
to adaptively control the filter. The filter input xn-∆ 
which is the input signal delayed with ∆ samples [16]. 
The delay has to be chosen such that the noise in the 
original input signal xn and in the delayed filter input xn-

∆ is uncorrelated, so that it can be suppressed by the 
filter. This filter is an adaptive filter whose tap weights 
are controlled by an adaptive algorithm. The filter 
operates by iteratively minimizing the quadratic index 
using an instantaneous estimate of the gradient of the 
quadratic performance surface to update the filter 
coefficients. Thus ALE refers to the case where a noisy 
signal,  ݔ௡, consisting of a sinusoidal component,  ݏ௡,  is 
available and the requirement is to remove the noise 
part of the signal,  ݊௡.It consists of a de-correlation 
stage, symbolized by delay, ∆. The de-correlation stage 
attempts to remove any correlation that may exist 
between the samples of noise, by shifting the samples ∆ 
apart. As a result, the predictor can only make a 
prediction about the sinusoidal component of ݔ௡, and 
when adapted to minimize the instantaneous squared 

error output, e, the line enhancer will be a filter 
optimized (the Wiener solution) or tuned to the 
sinusoidal component Operation of the adaptive line 
enhancer can be understood intuitively as follows. The 
delay causes de-correlation between the noise 
components of the input data in the two channels while 
introducing a simple phase difference between the 
sinusoidal components. The adaptive filter responds by 
forming a transfer function equivalent to that of a 
narrow-band filter centered at the frequency of the 
sinusoidal components. The noise component of the 
delayed input is rejected, while the phase difference of 
the sinusoidal components is readjusted so that they 
cancel each other at the summing junction, producing a 
minimum error signal composed of the noise 
component of the instantaneous input data alone. 
Signal ݔ௡, is available which is contaminated by noise. 
In such a case, the signal ݔ௡, provides its own reference 
signal ݔ௡ି∆, which is taken to be a delayed replica 
of ݔ௡, that is ݕ௡ ൌ  ௡ି∆.The adaptive filter will respondݔ 
by canceling any components of the main signalݔ௡ that 
are in any way correlated with the secondary 
signal ݕ௡ ൌ  ௡ consists of twoݔ Suppose the signal .∆ିݔ 
parts: a narrowband component that has long-range 
correlations such as a sinusoid, and a broadband 
component which will tend to have short-range 
correlations [13]. One of these could represent the 
desired signal and the other an undesired interfering 
noise. Pictorially the autocorrelations of the two 
components could look as follows. Where kNB and kBB 
are effectively the self-correlation lengths of the 
narrowband and broadband components, respectively; 
beyond these lags, the respective correlations die out 
quickly. Suppose the delay Δ is selected so that 

݇஻஻ ൑ ∆൑ ݇ே஻ 
Since Δ is longer than the effective correlation length of 
the BB component, the delayed replica BB (t − Δ) will 
be entirely uncorrelated with the BB part of the main 
signal. The adaptive filter will not be able to respond to 
this component. On the other hand, since Δ is shorter 
than the correlation length of the NB component, the 
delayed replica NB (t−Δ) that appears in the secondary 
input will still be correlated with the NB part of the 
main signal, and the filter will respond to cancel it [13]. 
This paper is organized in four sections. Section II 
describes algorithms which are to be compared. Further, 
section III Discuss the results. In the end section IV 
conclude the paper. 
 
 2. ADAPTIVE ALGORITHMS 

Adaptive algorithms can be divided into various 
categories. Two among them is explained as following 
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 2.1. Least Mean Square (LMS) Algorithm 

 The Least Mean Square (LMS) algorithm was first 
developed by Widrow and Hoff in 1959. Since then it 
has become one of the most widely used algorithms in 
adaptive filtering. The LMS algorithm is a type of 
adaptive filter known as stochastic gradient-based 
algorithms as it utilizes the gradient vector of the filter 
tap weights to converge on the optimal wiener solution. 
It is well known and widely used due to its 
computational simplicity. It is this simplicity that has 
made it the benchmark, against which all other adaptive 
filtering algorithms are judged [7], with each iteration, 
the filter tap weights of the adaptive filter are updated 
according to the following formula 

ሺ݊ݓ ൅ 1ሻ ൌ ሺ݊ሻݓ ൅ 2µ݁ሺ݊ሻݔሺ݊ሻ                           (1) 
Here x(n) is the input vector of time delayed input 
values, x(n) = [x(n) x(n-1) x(n-2) .. x (n-N+1)]T. The 
vector w(n) = [w0(n) w1(n) w2(n) .. wN-1(n)] T 
represents the coefficients of the adaptive FIR filter tap 
weight vector at time n [11]. The parameter μ is known 
as the step size parameter and is a small positive 
constant. This step size parameter controls the influence 
of the updating factor. Selection of a suitable value for 
μ is imperative to the performance of the LMS 
algorithm, if the value is too small the time the adaptive 
filter takes to converge on the optimal solution will be 
too long; if μ is too large the adaptive filter becomes 
unstable and its output diverges. The derivation of the 
LMS algorithm builds upon the theory of the wiener 
solution for the optimal filter tap weights, wo. It also 
depends on the steepest-descent algorithm [11]. This is 
a formula which updates the filter coefficients using the 
current tap weight vector and the current gradient of the 
cost function with respect to the filter tap weight 
coefficient vector, ׏ξ(n). 
ሺ݊ݓ ൅ 1ሻ ൌ ሺ݊ሻݓ െ µߦߘሺ݊ሻ                                    (2) 

Where ߦሺ݊ሻ=E [e2 (n)] 
As the negative gradient vector points in the direction 
of steepest descent for the N dimensional quadratic cost 
function, each recursion shifts the value of the filter 
coefficients closer toward their optimum value, which 
corresponds to the minimum achievable value of the 
cost function, ξ(n).The LMS algorithm is a random 
process implementation of the steepest descent 
algorithm, from equation 2. Here the expectation for the 
error signal is not known so the instantaneous value is 
used as an estimate. The steepest descent algorithm then 
becomes equation 3. 

ሺ݊ݓ ൅ 1ሻ ൌ ሺ݊ሻݓ െ µߦߘሺ݊ሻ                                   (3) 
Where ߦሺ݊ሻ ൌ ݁ଶሺ݊ሻ 

The gradient of the cost function, ׏ξ(n), can 
alternatively be expressed in the following form: 

ሺ݊ሻߦߘ ൌ  ሺ݁ଶሺ݊ሻሻߘ

             ൌ ݁ሺ݊ሻ డ௘ሺ௡ሻ

డ௪
 

                        =2݁ሺ݊ሻ డሺௗሺ௡ሻି௬ሺ௡ሻሻ

డ௪
 

                            = െ2݁ሺ݊ሻ డ௘௪೅ሺ௡ሻ௫ሺ௡ሻ

డ௪
 

                                                          = െ2݁ሺ݊ሻݔሺ݊ሻ (4)                    

                                                
Substituting this into the steepest descent algorithm of 
equation 2, we arrive at the recursion for the LMS  
algorithm    ݓሺ݊ ൅ 1ሻ ൌ ሺ݊ሻݓ ൅ 2µ݁ሺ݊ሻݔሺ݊ሻ         ሺ5ሻ                         
 
2.2. Implementation of the LMS algorithm:  
Each iteration of the LMS algorithm requires the 
following distinct steps in the given order: 
 

1. The output of the filter, y(n) is calculated using  
the equation (6): 

ሺ݊ሻݕ ൌ
∑ ሺ݊ݔݔሺ݊ሻݓ െ ݅ሻ ൌ ሺ݊ሻ        ሺ6ሻேିଵݔሺ݊ሻ்ݓ

௜ୀ଴                         
       

2.  The value of the error estimation is calculated 
using equation (7) 

݁ሺ݊ሻ ൌ
݀ሺ݊ሻ െ ሺ݊ሻ                                                  ሺ7ሻݕ                         

3.  The tap weights of the FIR vector are updated 
in preparation for the next iteration by the 
equation (8) 

ሺ݊ݓ ൅ 1ሻ ൌ ሺ݊ሻݓ ൅ 2µ݁ሺ݊ሻݔሺ݊ሻ                                
                                                                           (8)                         

 
The main reason for the LMS algorithms popularity in 
adaptive filtering is its computational simplicity, 
making it easier to implement than all other commonly 
used adaptive algorithms. For each iteration the LMS 
algorithm requires 2N additions and 2N+1 
multiplications (N for calculating the output, y(n), one 
for 2μe(n) and an additional  N for the scalar by vector 
multiplication). 
 
 2.3. Recursive Least Squares (RLS) Algorithm 
 
The other class of adaptive filtering techniques  is 
known as Recursive Least Squares (RLS) algorithms. 
They may be used in place of the LMS algorithm in any 
adaptive filtering application. [13].The filter weights are 
optimal at each time instant n. Their main disadvantage 
is that they require a fair amount of computation. These 
algorithms attempt to minimize the cost function .. With 
values of λ<1 more importance [11] is given to the most 
recent error estimates and thus the more recent input 
samples, this results in a scheme that places more 
emphasis on recent samples of observed data and tends 
to forget the past . 
ሺ݊ሻߞ        ൌ ∑ ௡ି௞݁௡ߣ

ଶሺ݇ሻ௡
௞ୀଵ                                                        

                                                                                     (9) 
Unlike the LMS algorithm and its derivatives, the RLS 
algorithm directly considers the values of previous error 
estimations. RLS algorithms are known for excellent 
performance when working in time varying 
environments. These advantages come with the cost of 
an increased computational complexity and some 
stability problems. The RLS cost function of equation 
(9) shows that at a time n, all previous values of the 
estimation error since the commencement of the RLS 
algorithm are required. Clearly as time progresses the 
amount of data required to process this algorithm 
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increases. The fact that memory and computation 
capabilities are limited makes the RLS algorithm a 
practical impossibility in its purest form. However, the 
derivation still assumes that all data values are 
processed. In practice only a finite number of previous 
values are considered, this number corresponds to the 
order of the RLS FIR filter, First we define yn(k) as the 
output of the FIR filter, at n, using the current tap 
weight vector, and the input vector of a previous time k. 
The estimation error value en(k) is the difference 
between the desired output value at time k, and the 
corresponding value of yn(k). These and other 
appropriate definitions are expressed in equation 2, for 
k=1, 2, 3,., n. 

௡ሺ݇ሻݕ ൌ  ሺ݇ሻݔሺ݊ሻ்ݓ
݁௡ሺ݇ሻ ൌ ݀ሺ݇ሻ െ  ௡ሺ݇ሻݕ

݀ሺ݊ሻ ൌ ሾ݀ሺ1ሻ, ݀ሺ2ሻ … . ݀ሺ݊ሻሿT 

ሺ݊ሻݕ     ൌ ሾݕ௡ሺ1ሻ, ௡ሺ2ሻݕ …  ௡ሺ݊ሻሿTݕ

     ݁ሺ݊ሻ ൌ ሾ݁௡ሺ1ሻ, ݁௡ሺ2ሻ … . ݁௡ሺ݊ሻሿT 

                  ݁ሺ݊ሻ ൌ ݀ሺ݊ሻ െ                                                                       ሺ݊ሻ                 (10)ݕ  
If we define the X(n) as the matrix consisting of the n 
previous input column vector up to the present time 
then y(n) can also be expressed as equation (3) 
                                                    
ܺሺ݊ሻ ൌ ሾݔሺ1ሻ, ,ሺ2ሻݔ … …                                    ሺ݊ሻሿݔ
ሺ݊ሻݕ ൌ ்ܺሺ݊ሻݓሺ݊ሻ                                             (11)                    
The cost function of equation (1) can then be expressed 
in matrix vector form using Λ (n), a diagonal matrix 
consisting of the weighting factors. 

ሺ݊ሻߞ ൌ ෍ ௡ି௞݁௡ߣ
ଶሺ݇ሻ

௡

௞ୀଵ

 

ൌ ்݁ሺ݊ሻ߉ሚሺ݊ሻ݁ሺ݊ሻ 

         Where ߉ሚሺ݊ሻ ൌ

ۏ
ێ
ێ
ێ
ۍ
௡ିଵߣ 0 0 … 0

0 ௡ିଶߣ 0 … 0
0 0 ௡ିଷߣ … 0
… … … … …
0 0 0 … ے1

ۑ
ۑ
ۑ
ې

                      

(4) 
Substituting values from equations (2) and (3), the cost 
function can be expanded then reduced as in equation 
(5) (Temporarily dropping (n) notation for clarity). 
 

ሺ݊ሻߞ ൌ ்݁ሺ݊ሻ߉ሚሺ݊ሻ݁ሺ݊ሻ 
ሚ݀߉்݀= െ ݕሚ߉்݀ െ ሚ݀߉்ݕ ൅  ݕሚ߉்ݕ

ൌ ሚ݀߉்݀ െ ሻݓሚሺ்ܺ߉்݀ െ ሺ்ܺݓሻ்߉ሚ݀
൅ ሺ்ܺݓሻ்߉ሚሺ்ܺݓሻ 

ൌ ሚ݀߉்݀ െ ෨ఒߠ2
ݓ் ൅ ்ݓ ෨߰ఒݓ 

Where ෨߰ఒሺ݊ሻ ൌ ܺሺ݊ሻ߉ሚሺ݊ሻ்ܺሺ݊ሻ , and 
෨ఒߠ2

் ൌ ܺሺ݊ሻ߉ሚሺ݊ሻ݀ሺ݊ሻ                                          (12) 
We then derive the gradient of the above expression for 
the cost function with respect to the filter tap weights. 
By forcing this to zero we then find the coefficients for 
the filter, w(n) which minimizes the cost function. 
෨߰ఒሺ݊ሻݓഥሺ݊ሻ ൌ                                                                                                   ෨ఒሺ݊ሻߠ2

The matrix Ψ(n) in the above equation can be expanded 
and then rearranged in a recursive form, [11] The 
matrix Ψ(n) in the above equation can be expanded and 
then rearranged in a recursive form, we can then use the 
special form of the matrix inversion lemma  to find an 

inverse for this matrix, which is required to calculate 
the tap weight vector update. The vector k(n) is known 
as the gain vector and is included in order to simplify 
the calculation. 
 

෨߰ఒ
ିଵ

ሺ݊ሻ ൌ ߣ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻ ൅  ሺ݊ሻ்ݔሺ݊ሻݔ

ൌ ଵିߣ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻ

െ
ଶିߣ ෨߰ఒ

ିଵ
ሺ݊ െ 1ሻݔሺ݊ሻ்ݔሺ݊ሻ ෨߰ఒ

ିଵ
ሺ݊ െ 1ሻ

1 ൅ ሺ݊ሻ்ݔଵିߣ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻݔሺ݊ሻ
 

ൌ ଵሺିߣ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻ െ ݇ሺ݊ሻ்ݔሺ݊ሻ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻሻ 

ሺ݊ሻ݇ ݁ݎ݄݁ݓ ൌ
ଵିߣ ෨߰ఒ

ିଵ
ሺ݊ െ 1ሻݔሺ݊ሻ

1 ൅ ሺ݊ሻ்ݔଵିߣ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻݔሺ݊ሻ
 

                                            ൌ ෨߰ఒ
ିଵ

ሺ݊ሻݔሺ݊ሻ  (13)                           
The vector θλ(n) can also be expressed in a recursive 
form. Using this we can finally arrive at the filter 
weight update vector for the RLS algorithm, as in 
equation (14). 
 
ఒ෪ሺ݊ሻߠ        ൌ ఒ෪ሺ݊ߠߣ െ 1ሻ ൅  ሺ݊ሻ݀ሺ݊ሻݔ

ഥሺ݊ሻݓ         ൌ ෨߰ఒ
ିଵ

ሺ݊ሻߠఒ෪ሺ݊ሻ 

  ൌ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻߠఒ෪ሺ݊ െ 1ሻ

െ ݇ሺ݊ሻ்ݔ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻߠఒ෪ሺ݊ െ 1ሻ
൅ ݇ሺ݊ሻ݀ሺ݊ሻ 

         ൌ ഥሺ݊ݓ െ 1ሻ െ ݇ሺ݊ሻ்ݔሺ݊ሻݓഥሺ݊ െ 1ሻ ൅ ݇ሺ݊ሻ݀ሺ݊ሻ 
          ൌ ഥሺ݊ݓ െ 1ሻ ൅ ݇ሺ݊ሻሺ݀ሺ݊ሻ െ ഥݓ ்ሺ݊ െ 1ሻݔሺ݊ሻሻ 
ഥሺ݊ሻݓ       ൌ ഥሺ݊ݓ െ 1ሻ ൅ ݇ሺ݊ሻ݁௡ିଵതതതതതതሺ݊ሻ 

      
௡ିଵതതതതതതሺ݊ሻ݁  ݁ݎ݄݁ݓ ൌ ݀ሺ݊ሻ െ ഥݓ ்ሺ݊ െ 1ሻݔሺ݊ሻ      ሺ14ሻ                        

 
 2.4. Implementation of the RLS algorithm:  
The memory of the RLS algorithm is confined to a 
finite number of values, corresponding to the order of 
the filter tap weight vector. Firstly, two factors of the 
RLS implementation should be noted: the first is that 
although matrix inversion is essential to the derivation 
of the RLS algorithm, no matrix inversion calculations 
are required for the implementation, thus greatly 
reducing the amount of computational complexity of 
the algorithm. Secondly, unlike the LMS based 
algorithms, current variables are updated within the 
iteration they are to be used, using values from the 
previous iteration. To implement the RLS algorithm, 
the following steps are executed in the following order.  

1. The filter output is calculated using the filter 
tap weights from the previous iteration and   
the current input vector. 

௡ିଵሺ݊ሻݕ ൌ ሺ்݊ݓ െ 1ሻݔሺ݊ሻ                           
 

2. The intermediate gain vector is calculated 
using equation  

ሺ݊ሻݑ ൌ ෨߰ఒ
ିଵ

ሺ݊ െ 1ሻݔሺ݊ሻ 
                                ݇ሺ݊ሻ ൌ ଵ

ఒା௫೅ሺ௡ሻ௨ሺ௡ሻ
                       ሺ݊ሻݑ

3. The estimation error value is calculated using 
equation 

        ݁௡ିଵതതതതതതሺ݊ሻ ൌ ݀ሺ݊ሻ െ                                ௡ିଵሺ݊ሻݕ
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4. The gain vector calculated in equation  
ഥሺ݊ሻݓ                                 ൌ ഥሺ݊ݓ െ 1ሻ ൅ ݇ሺ݊ሻ݁௡ିଵതതതതതതሺ݊ሻ                           

  
Each iteration of the RLS algorithm requires 4N2 
multiplication operations and 3N2 additions [7].This 
makes its very costly to implement, thus LMS based 
algorithms, while they do not perform as well, are more 
favorable in practical situations. 
 
 3. SIMULATIONS RESULTS OF THE ALE 

The comparative analysis of different algorithms is 
done by comparing the simulation results of different 
models which are fed with same input signals but are 
based on adaptive filters with different algorithms. 
Here, we describe the simulation modeling used for the 
generating the analysis. Each of the adaptive filtering 
algorithms outlined in last section were implemented 
using the simulink models designed.  

 

     Figure 1.1 Clean input speech signal 
 
We have designed different models using these two 
adaptive filters, and simulated. The input speech signal 
is shown in the figure 1.1.For the simulation we have 
taken the Gaussian noise signal, with zero mean and 
unit variance and the sampling time 1/8000. The noise 
is plotted in the in the figure 1.2. 
 

 

      Figure 1.2 The Gaussian noise signal with zero 

mean and unit variance. 

The figures from 1.4 to 1.7 shows the filtered signals 
obtained as the outputs from the LMS ALE and RLS 
ALE models, with filter length 40 for all the models. 
The signal used for this simulation is a speech signal as 

shown in the figure 1.3, along with the signal when 
contaminated by Gaussian noise. The convergence 
parameter used in the LMS algorithm is 0.002. 
 

 

Figure 1.3 Clean input signal and signal corrupted 

with noise 

 For the simulation, we have taken consecutive five 
values of delay parameter, viz. (∆=1, 2…5). The 
obtained outputs with five different delays for both the 
LMS and RLS ALE for the given signal are plotted in 
the figure 1.4 to 1.8. 

 

Figure 1.4 Comparison of the filtered signal with the 

LMS and RLS ALE for ∆= 1 

 

 

Figure 1.5 Comparison of the filtered signal with the 

LMS and RLS ALE for ∆=2 

. 
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Figure 1.6 Comparison of the filtered signal with the 

LMS and RLS ALE for ∆=3 

 

Figure 1.7 Comparison of the filtered signal with the 

LMS and RLS ALE for ∆=4 

 

 

Figure 1.8 Comparison of the filtered signal with the                           

LMS and RLS ALE for ∆=5 

From the above simulations we obtained the signals 
filtered with LMS and RLS filters with different values 
of delay. In these simulated results, we observe that the 
output signal obtained with the LMS ALE is somewhat 
inferior to the signal obtained with the RLS ALE.  We 
then plotted the graph between the SNR’s of the filtered 
signals for particular ALE with respect to the varying 
values of the time delay. The SNR plots obtained for 
the LMS and RLS filters are shown in the figure 1.9 and 
1.10 respectively. The delay is taken along the x-
coordinate and the SNR along the y-coordinate.  

 

 

   Figure 1.9 SNR plot for LMS ALE  

 

   Figure 1.10 SNR plot for RLS ALE   

When the delay is taken as one, for the LMS ALE, the 
obtained SNR is -10.870dB . The SNR in RLS ALE is 
approx. -8.4564 dB. Thus the SNR is inferior in case of 
LMS ALE when compared to RLS ALE. 
 
 4. CONCLUSION.   
 
The performance of LMS ALE and RLS ALE are 
compared on the basis of the value of SNR of output 
signal. The simulations illustrated that the LMS ALE 
performance is inferior to that of the RLS ALE. The 
RLS ALE showed higher SNR value as in comparison 
to that of the LMS ALE. But in real time we prefer the 
LMS ALE over the RLS ALE, since because of its 
simplicity i.e. low computational cost, ease of 
implementation of the LMS algorithm and since it is 
robust and reliable, usually we go for LMS ALE. The 
RLS algorithm offer advantages over LMS algorithm 
such as faster convergence, however the RLS algorithm 
has the disadvantage of higher complexity which makes 
the implementation and analysis arduous. 
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