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Abstract 

 For demand of high data rates, enhanced system capacity and 
coverage, ITU made proposal for the standardization of next 
generation wireless communication systems, known as IMT-
Advanced. To achieve these targets, a priori knowledge of the 
channel is required at the transmitter side. In this paper, three 
adaptive channel estimation techniques: Least Mean Square 
(LMS), Recursive Least Square (RLS) and Kalman-Filtering 
Based, are compared in terms of performance and complexity. 
For performance, Mean Square Error (MSE) and Symbol Error 
Rate (SER) while for complexity, computational time is measured 
for variable channel impulse response (CIR) lengths and channel 
taps. MATLAB Monte-Carlo Simulations are used to evaluate 
these techniques. 
Keywords: LTE-A, Kalman Filtering, LMS, LSE, RLS, 
LMMSE, DFT-based, DCT-Based, Windowed DFT-Based  

 
1. Introduction 
 
3GPP’s proposed LTE-A system is aimed at fulfilling the 
requirements of IMT-Advanced [1]. To meet the 
specification made by IMT-A, the following enhancements 
are proposed for LTE-A, in Release-10: Support for wider 
bandwidth, Co-ordinated multi-point transmission and 
reception (CoMP), relaying, support for Self-Organizing 
Networks (SON) and mobility enhancements of Home 
enhanced-Node-B (HeNB) etc [2].   
A hybrid form of OFDMA and SC-FDMA is used for 
OFDM system implementation at radio bearer of LTE-
Advanced. The minimum proposed sector throughput in 
Release-10 is 1.2 for UL and 2.4 for DL and maximum 
cell-edge throughput is 0.07 for 1 ൈ 2 , 2 ൈ 4 UL and 0.12 
for 2 ൈ 2 , 4 ൈ 2 and 4 ൈ 4 DL .The peak data rate 
requirement of 1Gbps, as proposed in IMT-Advanced, can 
be achieved in LTE-A using 4 ൈ 4 MIMO and wider 
transmission bandwidth of 70 MHz which can be achieved 
through carrier aggregation [3].The peak spectral 
efficiency of 30 bps/Hz for DL and 15 bps/Hz for UL can 
be achieved by using beam-forming and Multi-User 
MIMO techniques. The channel can be made known at the 
transmitter by either sounding reference signals, user 
specific demodulation reference signals (DM-RS) or cell-
specific reference signals. For reliable communication in 
attenuated time-dispersive multi-path fading channels 
adaptive modulation and coding (AMC) technique with 

adaptive equalization has been proposed in [4]. For these 
adaptive techniques, used in 4G wireless communication 
systems, iterative receivers employing joint detection and 
decoding are proposed in [5]. The channel can also 
estimated by using adaptive filtering techniques such as 
RLS, LMS [6]. We can make use of second order channel 
and noise statistics for these algorithms. The state of the art 
channel estimation techniques such as LSE and LMMSE 
are optimized in [7] and [8]. While in [9] and [10], the 
transform based channel estimation techniques such as 
DFT-based, DCT-based and Windowed DFT-based are 
discussed. In this paper the performance and complexity 
evaluation of RLS, LMS and well-known Kalman-Filtering 
channel estimation algorithms are carried out based on the 
different channel length and multipath channel taps, while 
depending on the second order channel and noise statistics 
 In Section II, system description according to Rel-
10 of LTE-A is given and proposed channel estimation 
algorithms are explained in Section III with their 
simulation results discussed in Section IV and conclusions 
are drawn in Section V. 

 
2. System Description 
 
2.1 Frame Structure for LTE-A 
 In LTE-A, according to Rel-10, Generic radio 
frame is used for TDD and FDD while alternative radio 
frame is transmitted only for TDD mode. First one contains 
20 sub-frames, each of length  ௦ܶ௙ ൌ 15360 ൈ ௦ܶ and 
second radio frame can be divided into 2 sub-frames, each 
of same length as for the first one sub-frame. The number 
of sub-carriers used for OFDM for each sub-frame are 
72 ൑ ஻ܰௐ  ൑ 2048  [1]. The number of OFDM symbols 
per sub-frame can be 6 or 7 for Generic frame and for 
alternative frame can be 8 or 9.    
 For channel estimation, the 2-Dimensional transmitted DL 
reference signals from each antenna are given by the 
following relation [2] 
 

௠,௡ݎ ൌ ௠,௡ݎ
ைௌ ൈ ௠,௡ݎ

௉ோௌ                                           ሺ1ሻ 
 
Where ݎ௠,௡

ைௌ  shows 2-dimensional orthogonal sequence and 
௠,௡ݎ

௉ோௌ shows 2-dimensional pseudo-random sequence. The 
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mapping of DL reference signals for generic frame 
structure is shown in Figure 1.  
        

 
 
 
Fig. 1 Mapping of Reference Signals for Generic Frame Structure [2] 

 
According to Rel-9, these reference signals can be used 
either for PDSCH demodulation or for channel estimation, 
for which these reference signals can be made cell-specific 
and can be transmitted as the data sequence. 
   
2.2 System Model 

 
The transmitting OFDM signal over the Rayleigh fading 
channel can be generated by 
 

 

 
Where  .  is the OFDM Symbol 
time and  is the cyclic prefix length for  sub-carrier, 
which can be 144,160 or 512 for Generic frame and 224 or 
512 for alternative radio frame. 
 The necessary steps carried out in an OFDM 
system are shown in Figure.2.In OFDM, a signal of wider 
bandwidth  is divided in  smaller bandwidth signals to 
have flat fading effect to avoid Inter-Symbol Interference 
(ISI). Then IFFT is applied to these sub-carriers and CP is 
added to each sub-carrier to avoid ICI. After receiving the 
signal, before applying FFT operation, first CP is removed 
and then we have the following received symbols over  
sub-carrier [11] 
 

 
 
Where  is ICI component occurring between different 
sub-carriers, occurring in high mobility situations, and is 
given by [11] 
 

 

 
For a wireless channel having  multipaths. 

 shows zero mean AWGN noise with variance for  
sub-carrier.  
 

 

 
Fig. 2 OFDM System Model [4] 
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The channel impulse response (CIR) of the wireless 
channel is given by [11] 
 

݃ሺݐ, ߬ሻ ൌ  ෍ ሺ߬ߜ ሻ݁ି௝ଶగ௙೎ఛ೗݁ି௝ଶగ௙ವఛ೗ݐ௜ሺܣ െ ߬௜ሻ            ሺ5ሻ

௅ିଵ

௜ୀ଴

 

 
where ܣ௜ሺݐሻ is the multipath gain having Rayleigh 
Distribution and is given by [10] 
 

ሻ|ଶሿݐ௜ሺܣ|ሾܧ ൌ  ݁
ఛ೗
ఙ                                                     ሺ6ሻ 

 
߬௟ denotes the corresponding multipath delay and ߪ is the 
power delay constant. 
Channel Frequency Response (CFR) for Eq.5 can be 
written as [11] 

,ሾ݉ܪ ݊ሿ ൌ  ෍ ܽ௜ ௜݃ሺ݉ ிܰி் ൅ ஼ܰ௉ሻ݁ି௝ଶగ∆௙ఛ೔

௅ିଵ

௜ୀ଴

     ሺ7ሻ 

 
∆݂ is the sub-carrier’s spacing to avoid ICI. 
 
3. Channel Estimation 
 
3.1 RLS Channel Estimation 
 
At each iteration, the transmitted data sequence and the 
desired output sequence is required to make LSE as 
adaptive channel estimation technique, which is not 
possible to get in real-time processing. In RLS algorithm, 
we need only new data values at each iteration and it is 
based on initially LSE estimated co-efficients ݓෝሺ݊ െ 1ሻ at 
iteration ݊ െ 1 [6]. 
 At iteration ݊, we require to minimize the 
following function 

ሾ݊ሿܧ ൌ  ෍ ,ሾ݊ߚ ݇ሿหݓෝ ்ሾ݊ሿܪ෡ோ௅ௌሾ݇ሿห
ଶ

௡

௞ୀ଴

     ሺ8ሻ 

 
Where 0 ൏ ,ሾ݊ߚ ݇ሿ ൑ 1 is the weighting factor, having the 
following exponential form 
 

,ሾ݊ߚ ݇ሿ ൌ  ௡ି௞                                        ሺ9ሻߣ 
 
Where ߣ should be close to 1. 
In RLS channel estimation following steps are carried out 
 

1- The up-dation of correlation matrix  ࡾ෡  is given ࢍࢍ
by 
 
 
 

 
 
ሿ࢔ሾࢍࢍ෡ࡾ ൌ ࢔ሾࢍࢍ෡ࡾࣅ  െ ૚ሿ

൅ ࡴ෡ ෡ࡴሿ࢔ሾࡿࡸࡾ ࡴ
 ሿ   ሺ10ሻ࢔ሾࡿࡸࡾ

 
2- Adaptation gain becomes 

 
ሿ࢔ሾ࢑ሿ࢔ሾࢍࢍ෡ࡾ ൌ ෡ࡴ   ሿ               ሺ11ሻ࢔ሾࡿࡸࡾ

 
3- The value of a priori error is  

 
ሿ࢔ሾࡱ ൌ ෡ࡴ  ሿ࢔ሾࡿࡸ െ ࢃ෢ࢀሾ࢔ െ ૚ሿࡴ෡  ሿ         ሺ12ሻ࢔ሾࡿࡸࡾ
 

4- The conversion factor at iteration ࢔ 
 

ሿ࢔ሾࢻ ൌ  ૚ െ ෡ࡴሿ࢔ሾ࢑  ሿ               ሺ13ሻ࢔ሾࡿࡸࡾ
 

 
5- The updated value of co-efficients becomes 

 
ሿ࢔ሾࢀ෢ࢃ ൌ ࢔ሾࢀ෢ࢃ െ ૚ሿ ൅ ࢔ሾ࢑  െ ૚ሿכࡱሾ࢔ሿ          ሺ14ሻ 

 
The estimated channel after iteration ࢔ becomes 

෡ࡴ ሿ࢔ሾࡿࡸࡾ ൌ  ෍ ሿ࢓෢ሾࢃ

૚ିࡹ

ୀ૙࢓

෡ࡴ ࢔ሾࡿࡸࡾ െ  ሿ                   ሺ15ሻ࢓

 
Where ࡹ is RLS filter length. 
The value of gain vector ࢑ሾ࢔ሿ at iteration ࢔ is given by 
 

ሿ࢔ሾ࢑ ൌ  
࢔ሾࡽ െ ૚ሿࡴෝࡿࡸሾ࢔ሿ

ࣅ ൅ ࢔ሾࡽሿ࢔ሾࡿࡸࡾෝࡴ  െ ૚ሿࡴෝࡿࡸࡾሾ࢔ሿ
             ሺ16ሻ 

And  

ሿ࢔ሾࡽ ൌ  
૚
ࣅ

൫ࡵ െ ෡ࡴሿ࢔ሾ࢑ ࢔ሾࡼሿ࢔ሾࡿࡸࡾ െ ૚ሿ൯                    ሺ17ሻ 

 
At start of RLS algorithm, the initialization parameters are 
taken as  
 
ሾ૙ሿࡽ ൌ ሾࡴ෡ .ሾ૙ሿࡿࡸࡾ ෡ࡴ ሾ૙ሿࡿࡸࡾ ൅  ሿି૚                               ሺ18ሻࡵࢾ 
 
where  

ሾ૙ሿ࢑ ൌ ෡ࡴሾ૙ሿࡽ ሾ૙ሿࡿࡸࡾ ൌ  
૚

ฮࡴ෡ ሾ૙ሿฮࡿࡸࡾ
૛

൅ ࢾ
. ෡ࡴ  ሾ૙ሿ      ሺ19ሻࡿࡸ

 
Where ࡴ෡  ሾ૙ሿ is the initially estimated channel given byࡿࡸࡾ
simple LSE algorithm and ࢾ is the regularization 
parameter. Uniform value of forgetting factor and the 
following parameters: ߣ ൌ 0.9 and ߜ ൌ 0.1, are normally 
used in conventional RLS algorithms.  
 
 
 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 2, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org  347 

                                                                                                                                   

 
 
3.2 LMS Channel Estimation 
 
For less complex LSE and LMMSE [7] requiring no matrix 
inversion, LMS algorithm is proposed for the solution of 
Wiener-Holf equation, for which statistical information of 
the channel and data may be required for better 
performance. The necessary steps carried out in LMS 
channel estimation are given below 
 

1- Initially the channel is estimated by using LSE 
technique, giving ࡴ෡      .ࡿࡸ

2- After finding the co-efficients, the estimation of 
the channel becomes 
 
෡ࡴ  ሿ࢔ሾࡿࡹࡸ ൌ ෡ࡴሿ࢔ሾࡴ෢ࢃ  ሿ                   ሺ20ሻ࢔ሾࡿࡸ

 
Where 
  

෡ࡴ ሿ࢔ሾࡿࡸ ൌ ቂࡴ෡ ෡ࡴ  ሿ࢔ሾࡿࡸ ࢔ሾࡿࡸ െ ૚ሿ … ෡ࡴ ࢔ሾࡿࡸ െ ૚

൅  ሿ൧                           ሺ21ሻࡹ

 
Where ࡹ is LMS filter length. 

3- Error at iteration ࢔ is given by 
 
ሿ࢔ሾࡱ  ൌ ෡ࡴ ሿ࢔ሾࡿࡸ െ ෡ࡴ  ሿ              ሺ22ሻ࢔ሾࡿࡹࡸ
 

4- Co-efficient are updated according to  
 

࢔ෝሾ࢝ ൅ ૚ሿ ൌ ሿ࢔ෝሾ࢝ ൅ ෡ࡴࣆ  ሿ        ሺ23ሻ࢔ሾכࡱሿ࢔ሾࡿࡸ
 
Where ߤ is the adjustable step-size parameter. 

5- Error given by weight vector is  
 

ࣕሾ࢔ሿ ൌ ሿ࢔ሾ࢝  െ ࢝ෝሾ࢔ሿ              ሺ24ሻ 
 
Mean Square Error (MSE) given by the LMS algorithm is 
defined as 

ሻ࢔ሺࡰ ൌ  ሻሿ                       ሺ25ሻ࢔ሺ࢑ሾ࢘ࢀ
 
Where   ࢑ሺ࢔ሻ ൌ  ሻሿ࢔ሺכሻࣕ࢔ሾࣕሺࡱ
.ሾࡱ ሿ  shows the expectation operator. 
 
For real-time wireless communication, the value of the 
step-size parameter is taken very small. In order to make 
LMS algorithm more stable, the optimal value of 
adaptation constant is given by  

࢚࢖࢕ࣆ ൌ ܑܕ ܖ ൜૚,
૜
૛

ඥ࢒ࢻ
૜ ൠ               ሺ26ሻ 

Where  

࢒ࢻ ൌ ሺ૛࢒ࣈ࣊ሻ૛ࡼ
�࣌

૛

ࣁ࣌
૛                        ሺ27ሻ 

 
 
Where ࢒ࣈ denotes doppler spread of ݈௧௛ channel tap, P is 
total number of reference signals used in radio frame and 
�࣌

૛

ࣁ࣌
૛ is the operating SNR value. 

For slow co-efficient updating with better performance 
ߤ ൌ 0  is used but for less computational time ߤ ൌ 1 is 
used, giving ܪ෡௅ெௌሾ݊ ൅ 1ሿ  ؆  .෡௅ெௌሾ݊ሿሾ12ሿܪ 
 
3.3 Leaky-LMS Channel Estimation 
 
In order to avoid the unstabilization of the LMS algorithm 
under no convergence conditions, a leakage co-efficient is 
used in conventional LMS which gives the following co-
efficient up-dation relation [13] 
 
࢔ෝሾ࢝ ൅ ૚ሿ ൌ ሺ૚ െ ૛ࢽࣆሻ࢝ෝሾ࢔ሿ ൅ ૛ࡴࣆ෡  ሿ          ሺ28ሻ࢔ሾכࡱሿ࢔ሾࡿࡸ
 
Where  ૙ ൏ ا ࢽ ૚. 
 
3.4 Normalized LMS Channel Estimation 
  
For minimum disturbance and fast convergence, NLMS 
technique is proposed [13] 
 

࢔ෝሾ࢝ ൅ ૚ሿ ൌ ሿ࢔ෝሾ࢝ ൅
ࣆ

ࢿ ൅ ฮࡴ෡ ฮࡿࡸ
૛ ෡ࡴ  ሿ    ሺ29ሻ࢔ሾכࡱሿ࢔ሾࡿࡸ

 
Where ࢿ  is a small-value constant. This algorithm is 
equivalent to time-varying step-size LMS algorithms, 
showing fast convergence rate than conventional LMS. 
 
݊݃݅ݏ 3.5 െLMS Channel Estimation 
  
 function can also be used in LMS to make ݉ݑ݊݃݅ݏ
hardware implementation less costly and is given by [13] 
 

࢔ෝሾ࢝ ൅ ૚ሿ ൌ ሿ࢔ෝሾ࢝ ൅
૛࢔ࢍ࢏࢙ ࣆሺࡴ෡ ሿሻ࢔ሾכࡱሿ࢔ሾࡿࡸ

ࢿ ൅ ฮࡴ෡ ฮࡿࡸ
૛      ሺ30ሻ 

 
3.6 Linearly Constrained LMS Channel Estimation 
  
For better performance, some channel constraints can be 
taken into account, resulting in the following adaptation 
rule [13] 

࢔ෝሾ࢝ ൅ ૚ሿ ൌ ෝ࢝ ′ሾ࢔ሿ ൅
ࢇ െ ሿ࢔ෝሾ࢝ࢉ

ࢉࢀࢉ
 ሺ31ሻ          ࢉ

Where 
ෝ࢝ ′ሾ࢔ሿ ൌ ሿ࢔ෝሾ࢝ ൅  ૛ࡱࣆሾ࢔ሿࡴ෡  ሿ        ሺ32ሻ࢔ሾࡿࡸ

 
 .is a constant vector ࢉ
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3.7 Self-Correcting LMS Channel Estimation 
  
In this approach the estimated channel is compared with 
the ideal channel to make channel estimation. At ݅௧௛ 
iteration , the estimation is channel is given by[13] 
 

෡ࡴ ሿ࢔ା૚ሾ࢏ ൌ ෡ࡴ  ෝ࢝ሿ࢔ሾ࢏  ሿ               ሺ33 ሻ࢔ା૚ሾ࢏
 
 
 
3.8 Kalman-Filtering based Channel Estimation  

  
According to [14], the channel estimation problem can be 
formulated by the following state space vector 
 

࢔ሾࢎ ൅ ૚ሿ ൌ ሿ࢔ሾࢎࡲ  ൅  ሿ              ሺ34ሻ࢔ሾ࢜ 
 
Where ࢎሾ࢔ሿ ൌ ሺ࢔ࢎሾ૙ሿ ࢔ࢎሾ૚ሿ … ࢔ࢎሾࡸ െ ૚ሿሻࡲ ,ࢀ is ࡸ ൈ  ࡸ
channel matrix showing the state transition of ࢎሾ࢔ሿ and 
 .ሿ is the complex white Gaussian noise࢔ሾ࢜
The received signal is represented by [15] 
 

ሿ࢔ሾ࢟ ൌ ሿ࢔ሾ࢞ሿ࢔ሾࡴࢎ ൅ ࢕࢝ሾ࢔ሿ                 ሺ35ሻ 
 
Considering the noise and the channel statistics, the 
following recursive Kalman-Filtering equations are 
performed for channel estimation [16]. 
 

࢔/࢔෡ሾࢎ െ ૚ሿ ൌ ࢔෡ሾࢎࡲ  െ ૚/࢔ െ ૚ሿ                              ሺ36ሻ 
 

࢔/࢔ሾࢋ െ ૚ሿ ൌ ሿ࢔ሾ࢟ െ ࢎ෡ࡴሾ࢔/࢔ െ ૚ሿ࢞ሾ࢔ሿ               ሺ37ሻ 
 

ሿ࢔ሾࢗ ൌ  ෍ሾࢎࡾሾ૙ሿሿ࢑,࢑

૚ିࡸ

ୀ૙࢑

࢞࣌
૛ሾ࢔ െ ሿ࢑ ൅ ࢕ࡺ                  ሺ38ሻ 

ሿ࢔ሾ࢑ ൌ  
࢔/࢔ሾࡼ െ ૚ሿ࢞ሾ࢔ሿ

ሿ࢔ሾࢗ ൅ ࡴ࢞ሾ࢔ሿࡼሾ࢔/࢔ െ ૚ሿ࢞ሾ࢔ሿ
                   ሺ39ሻ 

 
ሿ࢔/࢔෡ሾࢎ ൌ ࢔෡ሾࢎ  െ ૚/࢔ െ ૚ሿ ൅ ࢔/࢔ሾכࢋሿ࢔ሾ࢑  െ ૚ሿ    (40) 

 
࢔ሾࡼ ൅ ૚/࢔ሿ ൌ ࡵሺࡲ  െ ࢔/࢔ሾࡼሿሻ࢔ሾࡴ࢞ሿ࢔ሾ࢑ െ ૚ሿࡴࡲ

൅  ሿ                                        ሺ41ሻ࢔ሾ࢜ࡽ
 
The parameters at initialization are 
 

෡ሾെ૚/െ૚ሿࢎ ൌ  ሺ42ሻ                              ࢎࣆ 
ሾെ૚/െ૚ሿࡼ ൌ  ሺ43ሻ                              ࢎ࡯ 

 
 .ሿ is the Kalman filter gain࢔ሾ࢑
 .ሿ࢔ሾ࢜ ሿ is the covariance matrix of the noise࢔ሾ࢜ࡽ
 

ሾ૙ሿࢎࡾ ൌ ࡱ ቂࢎ෡ሾ࢔/࢔ െ ૚ሿࢎ෡ࡴሾ࢔/࢔ െ ૚ሿቃ ൅ ࢔/࢔ሾࡼ  െ ૚ሿ  
      (44) 

 
4. Simulation Results 
 
Monte-Carlo Simulations for QPSK modulation for a 
generic radio frame having CAZAC sequence as reference 
signals are performed for a bandwidth of 70 MHz and 
carrier frequency of 2 GHz. FFT size is 2048 and Jake’s 
model over 64-tap Rayleigh fading channel described by 
EVA power delay profile, is simulated.  
  

Table 1: Comparison of LS, LMS and RLS 
 5000   Simulations 

(mSec) 
1 OFDM 
Symbol 
(nSec) 

1 Bit 
(nSec) 

LS 0.34 5.24 2.62 
LMS 1.9 29.68 14.84 
RLS 1.8 28.12 14.06 

 
 
For LMS technique, initially the channel can be estimated 
by LS or LMMSE approach. The performance comparison 
of these two approaches is shown in Figure 3. There is a 
difference in performance at low SNR values and 
LMMSE-LMS is preferred but it results in more 
complexity as it depends on the channel statistics. But as 
we go increasing the SNR value, both techniques show 
same performance behavior. So for high SNR conditions 
LSE-LMS is proposed as it has less complexity than 
LMMSE-LMS. The computational time of LMS and RLS 
as compared to simple LSE is given in Table 1. LMS has 
almost 6% more complexity than RLS and both LMS and 
RLS have approximate 400 % more computation time than 
LSE. The complexity of different variants of LMS is given 
in Table 2.  

 
Fig. 3 MSE v/s SNR for LS-LMS and LMMSE-LMS Estimators 
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Table 2: Computational Time for different LMS Algorithms 
 0.1= ߤ 

(mSec) 
 0.5= ߤ
(mSec) 

ߤ =0.9 
(mSec) 

LMS 9.8 9.7 9.6 
Leaky-LMS 10.5 9.8 9.6 
 LMS 10.5 9.8 9.8-݊݃݅ݏ

NLMS 19.1 19.2 19.2 
Norm-sign-LMS 19 19 19.1 
Constrained-LMS 13.2 13.2 13.2 

Self-correcting LMS 11.3 10.2 10.1 
 
 
Normalized-LMS and Norm-sign-LMS have more 
complexity than all others approaches. The effect of 
varying the step-size parameter is more prominent for 
Leaky-LMS, where for 400% increment of step-size results 
only in 7% reduction in complexity. The step-size value 
does not change the complexity in case of Norm-sign-LMS 
and constrained-LMS. 
The effect of step-size values on MSE for LMS channel 
estimation is given in Figure 4. For any value of step-size, 
LMS performs better than LSE. By increasing step-size 
from 0.1 to 0.5, the performance degrades significalty  but 
furhter increment of step-size does not have soo much 
impact on performance. The performance of LMS for 
different values of step-sizes in terms of Symbol Error 
Rate (SER) is shown in Figure 5. Here again performance 
is better for small values of step-size and increment in 
value of step-size degrades the performance for all SNR 
values. 
 

 
Fig. 4 MSE v/s SNR for LMS for different Step-Size Values 

 
 

 
 
 
 
 

 

Fig. 5 SER v/s SNR for LMS for different Step-Size values 

Fig. 6 MSE v/s SNR for LMS for different Channel Taps 

 
The performance for different channel taps for LMS is 
given in Figure 6. By decreasing the channel taps from 20 
to 10, there is a significant effect on performance but 
further reduction on number of channel taps does not 
degrade the performance too much, especially at low SNR 
the performance remains same and advantage comes in 
form of reduced complexity. 
The performance for different Leakage Co-efficients for 
Leaky-LMS is demonstrated in Figure 7. We come to 
know that by increasing the leakage co-efficient values, the 
performance degrades, especially at low SNR values but 
this change in value of leakage co-efficient does not effect 
performance at high SNR values. 
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Fig. 7 MSE v/s SNR for Leaky-LMS for different Leakage Co-efficients 

 
The performance of NLMS improves by increasing the 
value of  ࢿ from 0.15 to 1. This improvement is seen only 
at low SNR values as shown in Figure 8. But by increasing 
this value further to 2 the performance degrades for all 
SNR values so this constant term ࢿ is normally preferred 
less than 1. 

 

 
Fig. 8 MSE v/s SNR for NLMS for different values of ࢿ 

 
 
 
 
 
 
 
 
 

 
 

 
Fig. 9 MSE v/s CIR Samples for RLS 

 
The performance for different Channel impulse response 
samples for RLS is shown Figure 9 for different SNR 
operating conditions.CIR samples more than 5 or 6 does 
not improve performance and only results in increased 
complexity. But for CIR samples less than 5, the 
performance goes on improving as SNR value is increased. 
The effect of channel taps on performance of RLS is also 
given in Figure 10. Here we observe that for all SNR 
values we have same performance. Performance improves 
up-to 10 channel taps after that only complexity increases 
and there is no effect on performance.    

  

Fig. 10 MSE v/s Channel Taps for RLS Estimator 
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Fig. 11 MSE vs SNR for LMS, RLS and Kalman-Based CE 

 
A comparison of Kalman-Based channel estimation with 
RLS and LMS is shown in Figure 11. Kalman Filtering 
shows better performance than both RLS and LMS at all 
SNR values. Its performance is significantly better than 
LMS as compared to RLS. The MSE vs Channel Taps is 
given in Figure 12. For all channel taps, high value of SNR 
is preferred. And we also observe that for a specific SNR 
value, there is no effect of changing the number of channel 
taps on the performance and we have to only pay for more 
complexity. That is why for Kalman channel estimation, 
less number of channel taps are preferred. The combined 
effect of channel taps and SNR on performance is given in 
Figure 13. 
The performance of Kalman-Based channel estimation 
technique for different values of CIR samples is shown in 
Figure 14. The performance remains same for CIR samples 
more than 4 but at the cost of more complexity. For high 
SNR values, different values of CIR samples does not 
affect the performance so for high SNR operating 
conditions we prefer less number of CIR samples to be 
considered. The effect of CIR Samples and SNR on MSE 
for Kalman Filtering is given in Figure 15. 

 
Fig. 12 MSE vs Channel Taps for Kalman Filtering 

 

 
Fig. 13 MSE vs SNR vs Channel Taps for Kalman Filtering 

 

 
Fig. 14 MSE vs CIR Samples for Kalman Filtering 

 

 
Fig. 15 MSE vs SNR vs CIR Samples for Kalman Filtering 
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5. Conclusion 
In this paper, three adaptive channel estimation algorithms, 
RLS, LMS and Kalman-Filtering based, are compared in 
terms of performance, MSE and SER, and complexity. The 
performance is measured for different filter lengths and 
multipath channel taps. Leaky-LMS shows better 
performance among all LMS techniques with less 
computation time. Kalman-Filtering shows better 
performance as compared to both LMS and RLS. For 
optimized channel estimator employing Kalman Filtering 
in wireless communication system, 4-5 CIR samples and 
any number of channel taps can be used. But for less 
complexity, channel taps should be less than 10.  
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