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Abstract 

Internet is a global network where it is easily prone to be 
attacked by hackers. Packet loss exhibits temporal dependency. 
Many approaches have been implemented to provide secure 
route for the packets sent  and  finding out malicious packets. In 
this paper, we use a protocol and maintain log at each router to 
find out where the loss actually occurred. Our paper mainly 
focuses on where the packet has dropped or attacked.  
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1. Introduction 

THIS document details the approach, methodology and 
results of recent experimentation for of detecting packet 

loss in a network. In this paper, we propose an 
operationally viable approach to find out where the loss 
occurred. If an attacker gains control over a router, he 
could disrupt the communication by dropping or 
manipulating the packets sent. Traffic can be severely 
disrupted by routers refusing to serve their advertised 
routes, announcing nonexistent routes, or simply failing to 
withdraw failed routes, as a result of either malfunction or 
malice. The key idea behind detecting malicious packet 
loss is finding where the packet loss has occurred in the 
network using a protocol and maintaining log. The 
attackers may disrupt packet forwarding (i.e., the data 
plane of the network) by dropping packets routed to it by 
its neighbors. Authentication of the routing protocol 
messages is not sufficient to prevent the disruption of 
routing. Even though the Border Gateway Routing 
Protocol (BGP)[6] is central for Internet packet routing, it 

was designed for a trusted environment and provides 
relatively minimal security against an attacker. We need a 
way to securely detect and localize the source of packet 
forwarding misbehavior so that the problem can then be 
corrected by routing around the trouble spot. 

2. Related Works 
There are two threats posed by a compromised packet: 
The first is that it might be attacked  by the hacker. The 
second  is the malfunctioning of the router. Secure 
traceroute [15] is a link-level detection scheme that could 
conceivably be applied at the path level. However, this 
scheme may fail to detect attacks that target low-rate 
components of the aggregate traffic in a path or attacks 
that exploit the TCP mechanism. Other  proposals, such as 
Listen [16] and Feedback-Based Routing [17], detect data-
plane attacks by monitoring traffic at the TCP level. 
However, this scheme may fail to detect attacks that target 
low-rate components of the aggregate traffic in a path or 
attacks that exploit the TCP mechanism. The earliest work 
on fault-tolerant forwarding is  due to Perlman [1], [2] 
developed a novel method for robust routing based on 
source routing, digitally signed route-setup packets, 
reserved buffers. However, many implementation details 
are left open and the protocol requires higher network 
level participation to detect anomalies. Assumptions were 
made that the network uses a single-path routing protocol 
[3] of some kind. Networks where, for example, all traffic 
is propagated by flooding can achieve robustness in the 
complete absence of identities and quite possibly in the 
presence of numerous malicious adversaries. But 
singlepath routing protocols have more difficulty dealing 
with individual misbehaving routers, since it is easier for 
the adversary to disrupt the forwarding of a stream of 
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unreplicated packets along a common path. A mechanism 
to detect such misbehavior is therefore desirable.  
WATCHERS system detects disruptive routers passively 
via a distributed monitoring algorithm that detects 
deviations from a “conservation of flow” invariant [4], [5]. 
However, work on WATCHERS was abandoned, in part 
due to limitations in its distributed detection protocol, its 
overhead, and the problem of ambiguity stemming from 
congestion[5]. [8], [9] present a secure router routing a 
combination of source routing,  
 

 

  
 
hop by hop authentication, end-to-end reliability 
mechanisms, and timeouts. But, it still has a high overhead 
to be deployable in modern networks. 

4.Assumptions 

 Low rates of packet loss are assumed to be 
congestive, while rates above some predefined 
threshold are malicious. 

 Packet loss rates are predicted as a function of 
traffic parameters and losses beyond the 
prediction are malicious. 

 Individual packet losses are predicted as a 
function of measured traffic load and router 
buffer capacity. Deviations from these 
predictions are malicious 

3.Protocol 

The protocol used maintains log in each router stating 

the information about each packet that passes through it. If 
the actual behavior deviates from the predicted behavior, 
then a failure has occurred.  

 

a. Packets Information 
Consider a queue Q as shown in figure. The neighbor 
routers rb, rc feed data in queue Q. Each Q has the order by 
which the packets should enter along with its associated 
information. Each router maintains a log  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
record. 
Let Qin be the traffic before entering the queue and Qout be 
the traffic after leaving the queue. 
At any instant time, the traffic is represented as  
R(Q,qp(t),I,F) where 

1. qp(t) is the predicted state of queue at any time 
‘t’. 

2. I is the traffic before entering the queue by the 
information collected from neighbouring routers 
(rb, rc). 

3. D is the traffic after leaving the queue, collected 
at router rd. 

 
If R(Q,qp(t),I,F) is false and the routers are not protocol 
faulty, then the packets are dropped maliciously at time ‘t’. 
Each packet forwarded maintains a log record which 
includes: 

 Header name P 
 IP address (from where it was forwarded) 
 Packet size(no. of routers it should traverse) ps 
 Time at which it arrived at the router  
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Every log is compared with the previous one before it is 
forwarded. In our case, if loga ≠ logb, then rb stops 
forwarding packets further- detect failure. 
Three criteria could be used for predicting the state of the 
packet P: 

 If P came from F, then the packet is leaving Q 
 If P came from I (P traversed D), the packet is 

entering the Q and will exit at qp+ps 
 If P came from I (P hasn’t traversed D), the 

packet is entering the final Queue and is received 
at the destination. 

 
To detect how the attack occurred, two conditions have to 
be satisfied : 

 Buffer limit(B) is maintained at each router. If 
B<qp+ps, then the packet P is dropped due to 
congestion. 

 Otherwise, the packet P is dropped due to 
malicious access. 

 
We use two tests: 
Confidence value test 
Detecting malicious router test 

 
Confidence value test: 
We introduce a term Cv which is the probability of an 
attack to occur. If a packet P is dropped at time t at 
queuelength qp, then Cv is raised. This is suitable only 
when a single packet is lost. 
We use the following terms :  
qs(t) – size of the queue for  packet P 
ps – size of the packet P 
qlim – max size of queue 
X – new malicious packet inserted 
 Cv is calculated as below: 
Cv  = Prob(Packet P to be dropped) 
 = Prob( more space in the queue) 
 = Prob(qs(t)+ps ≤ qlim) 
 = Prob(X+qp(t)+ps ≤ qlim) 
 = Prob(X ≤ qlim-qp(t)-ps) 
 = Prob(Y ≤  (qlim-qp(t)-ps-μ)/σ) 
 Random variable  Y= (X- μ)/σ 
 =Prob(Y ≤ y)    
 y = (qlim-qp(t)-ps- μ)/ σ 
 = (1+erf(y/√2))/2 
 
Detecting  malicious  router  test: 
This is based on the well-known Z-test4 [10]. Let N be the 
no. of packets lost due to malicious access. For those N 

packets, let  be the mean of qs(t). Let  be the 

mean of ps and  be the mean of qp(t). The packet 

loss occurs only when X > qlim-qp-ps. The Z test score is:  

Z = ((qlim- - -μ)/(σ√n)) 

4.1Protocol Faulty 

    A faulty router can also be protocol faulty. It can 
behave arbitrarily with respect to the protocol, by 
dropping or altering the control messages of  X. We mask 
the effect of protocol faulty routers using distributed 
detection. 
For a queue Q, the routers involved in the detection are: 

rb,rc – which sends the traffic 
rd – the router to which Q’s traffic is forwarded. 
 

Each router in the network collects the following 
information at time t. 

rs : collects R(rs,Qin,(rb,rc),t) 
rd: collects R(rd,Qout(rs,rd),t) 
 

1. Let T be the max time to forward traffic information 
a. If rd doesn’t receive any traffic information within T, 
then it detects (rb,rd) and (rc,rd) 
b. If rd has received the traffic information, it verifies 
R(rs,Qin(rb,rc),t) to see whether it matches R(rd,Qin(rd),t). If 
so, it forwards the packet to the next router.  
If not, it again detects (rb,rd) and (rc, rd). If a failure is 
detected, then it forwards its own copy of traffic 
information R(rd,Qin(rd),t). 

 
2. a. If rd doesn’t receive any traffic information after 2T, 
then it announces rb and rc as faulty. 
b.After receiving the traffic information, it checks the 
integrity and the authenticity of the message. If it fails, it 
again detects (rc,rd) and (rb,rd). 
c. After receiving all traffic information by rd, it calculates 
the predicated traffic R1. If R1(rd,Qin(rd),t) evaluates to 
false, it detects (rc,rd) and (rb,rd). 

Fault detections Ia, Ib, IIa, and IIb are due to protocol 
faulty routers, and fault detection IIc is due to the traffic 
validation detecting traffic faulty routers.  

4.2 Protocol Analysis 

Computing Traffic Validation: 

The time complexity of computing TV depends 
on the size of the traffic information collected  and  
received from the neighbors that are within two hops 
Hence, it depends on the traffic volume of the network. If 
traffic information stores the packets in order of increasing 
time stamps, then a straightforward implementation of 
traffic validation exists.  

 
Router: 

Let M be the number of routers in the network, 
and  L be the maximum number of links incident on a 
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router.  Our Protocol  requires a router to monitor the path 
segments that are at most two hops away.  

 

 

5.Performance Evaluation 

We evaluate mainly the performance according to the 
following metrics. 
Control overhead: The control overhead is defined as the 
ratio between total number of  packets to be sent to  the 
total number of received data packets.  
Average end-to-end delay: .The end-to-end-delay is the 
average time taken by data packets to reach from the 
sources to the destinations. This includes all the delays 
caused during route acquisition, buffering and processing 
at intermediate routers, etc. 
Average Packet Delivery Ratio: This is the fraction of 
the data packets generated by the sources that are 
delivered to the destination. This evaluates the ability of 
the protocol to discover routes [12]. 

Router Reliability: The node reliability is calculated by 
the packet delivery ratio of that particular router. If the 
ratio is high means reliability is also high 

6.System Architecture 

In this paper, we have implememented a router based 
protocol. The system architecture shown has 4 principal 
components. 

 
 
 

6.1 Router 

Routers are machines that direct traffic flow on 
any sizeable computer network. Every packet of data a 
router receives must be correctly forwarded to the next 
appropriate  router, or hop. In order to do this, each router 
maintains a routing table listing the appropriate next hop 
for specific destinations and/or destination networks.  

 

 

 

 

 

 

 

 

 

 

 

 

Upon receiving a packet, a router parses that packet’s 
header, extracting, among other things, the destination 
address. The router then checks its routing table, performs 
any maintenance or special instructions requested in the 
packet header, and sends the packet out on the correct 
network interface.. A router can be traffic faulty by 
maliciously dropping packets and protocol faulty by not 
following the rules of the detection protocol. 

6.2 Log Record 
Each router in the network maintains a log 

record[13] containing information about the number of 
packets sent and received (N), the size of each packet(ps), 
header of the packet(P), time at which the packet was 
received(t). This log record helps in detecting where the 
loss in packet occurred. Each router maintains a queue(Q) 
before it gets the particular packets. Attacks occur only 
when Qlim(maximum size of queue)  is not full. When 
Qlim<ps+t, then the packet is dropped due to congestion or 
else some malicious attack has occurred. When a packet 
arrives at router r and is forwarded to a destination that 
will traverse a path segment ending at router x, r 
increments an outbound counter associated with router x. 
Conversely, when a packet arrives at router r, via a path 
segment beginning with router x, it increments its inbound 
counter associated with router x. Periodically, router x 
sends a copy  of its outbound counters to the associated 
routers for validation. Then, a given router r can compare 
the number of packets that x claims to have sent to r with 
the number of packets it counts as being received from x, 
and it can detect the number of packet losses. The 
mechanism is already discussed in section 4 and 4.1 
 
6.3 Link  State  Routing 

The Routing Daemon, which is based on Zebra 
[14] in the current prototype  manages link state 
announcements, shortest path computation and forwarding 
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table calculation and installation. We define a path to be a 
finite sequence (r1,r2…rn) of adjacent routers. 
Operationally, a path defines a sequence of routers a 
packet can follow. We call the first router of the path the 
source and the last router its sink; together, these are 
called terminal routers. A path might consist of only one 
router, in which case the source and sink are the same. 
Terminal routers are leaf routers: they are never in the 
middle of any path. In addition, we have modified the 
protocol to incorporate input from log record. When the 
router has received the traffic information, it verifies its 
log record with the previous router. If any changes are 
found, then the verification proceeds to see whether it was 
due to congestion or malicious accesss or router faulty, the 
loss has occurred as described in section 4.1  

 
6.4 Packet Forwarding 

A router maintains a distinct forwarding table for 
each detected suspicious path segment that the current 
router is in the middle.  The database defines the criteria 
used to decide which forwarding table should be used to 
look-up a packet. 

 
7.Results 
 
7.1 ATTACKERS  VS  RELIABILTY RATIO: 

Figure shows the reliability for misbehaving 
routers (5,10,…) Clearly, our protocol receives 
more reliability than the previous works. 

 

 
   Fig  

 
 
7.2 QUEUE  SIZE: 

As queue size is empty, it is prone to be attacked by 
hackers and introduce malicious contents in the packet as 
shown in the figure 2a . When the queue size is  
maintained small as in figure 2b and when the queue is 
almost full, packet could not be as easily accessed by the 

hackers for malicious attack. When the queue is too small, 
then the packet could be lost as a result of congestion as 
shown in figure 2c. 

 

 

 
 
 
 
7.3  QUEUE  RESULTS: 

Fig 3a shows the data dropped due to congestion 
in queue. That is when the packet size has exceeded the 
queue limt(Qlim). The selected(circled) packets will be 
dropped since it has exceeded Qlim. Fig 3b shows the 
malicious packet inserted(circled) since the queue is not 
full and it is prone to be attacked by hackers. 
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8. Conclusion 

We have implemented a compromised router 
detection protocol that dynamically infers, based on 
measured traffic rates and buffer sizes, the number of 
congestive packet losses that will occur. Subsequent 
packet losses can be attributed to malicious actions. Our 
protocol maintains log record and helps the user to know 
where the packet loss happened in the topology of the 
network. It also tells us whether it is due to malicious 
access or traffic congestion. 
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