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Abstract— Data mining has emerged as one of the major research 
domain in the recent decades in order to extract implicit and useful 
knowledge.  This knowledge can be comprehended by humans 
easily. Initially, this knowledge extraction was computed and 
evaluated manually using statistical techniques. Subsequently, semi-
automated data mining techniques emerged because of the 
advancement in the technology. Such advancement was also in the 
form of storage which increases the demands of analysis. In such 
case, semi-automated techniques have become inefficient. Therefore, 
automated data mining techniques were introduced to synthesis 
knowledge efficiently. A survey of the available literature on data 
mining and pattern recognition for soil data mining is presented in 
this paper. Data mining in Agricultural soil datasets is a relatively 
novel research field. Efficient techniques can be developed and 
tailored for solving complex soil datasets using data mining.   
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I. INTRODUCTION 
This Data mining software applications includes various 

methodologies that have been developed by both commercial 
and research centers. These techniques have been used for 
industrial, commercial and scientific purposes. For example, 
data mining has been used to analyze large datasets and 
establish useful classification and patterns in the datasets. 
Agricultural and biological research studies have used various 
techniques of data analysis including, natural trees, statistical 
machine learning and other analysis methods [16]. This paper 
outlines research which may establish if new data mining 
techniques will improve the effectiveness and accuracy of the 
Classification of large soil datasets. In particularly, this 
research work aims to compare the performance of the data 
mining algorithms with soil limitations and soil conditions in 
respect of the following characteristics: Acidity, Alkalinity 
and sodicity, Salinity, Low cation exchange capacity, 
Phosphorus fixation, Cracking and swelling properties, Depth, 
Soil density and Nutrient content.  The use of standard 
statistical analysis techniques is both time consuming and 
expensive. If alternative techniques can be found to improve 
this process, an improvement in the classification of soils may 
result. 

In many developing countries, hunger is forcing people to 
cultivate land that is unsuitable for agriculture and which can 
only be converted to agricultural use through enormous efforts 

and costs, such as those involved in the construction of 
terraces. Each country is known for its core competence. 
India's is agriculture. Yet, it only accounts for 17 per cent of 
the total Gross Domestic Product. With the pressure of 
urbanization, it is going to be a challenge to produce food for 
more people with less land and water. 

Agriculture or farming forms the backbone of any country 
economy, since a large population lives in rural areas and is 
directly or indirectly dependent on agriculture for a living. 
Income from farming forms the main source for the farming 
community. The essential requirements for crop harvesting are 
water resources and capital to buy seeds, fertilizers, pesticides, 
labor etc. Most farmers raise the required capital by 
compromising on other necessary expenditures, and when it is 
still insufficient they resort to credit from sources like banks 
and private financial institutions. In such a situation, the 
repayment is dependent on the success of the crop. If the crop 
fails even once due to several factors, like bad weather 
pattern; soil type; improper, excessive, and untimely 
application of both fertilizers and pesticides; adulterated seeds 
and pesticides etc. then he is pushed into an acute crisis 
causing severe stress [58]. In addition, the plant growth 
depends on multiple factors such as soil type, crop type, and 
weather. Due to lack of plant growth information and expert 
advice, most of the farmers fail to get a good yield. 

Most knowledge of soil in nature comes from soil survey 
efforts. Soil survey, or soil mapping, is the process of 
determining the soil types or other properties of the soil cover 
over a landscape, and mapping them for others to understand 
and use. Primary data for the soil survey are acquired by field 
sampling and supported by remote sensing. 

The test dataset using for this research work collected from 
World Soil Information – ISRIC (International Soil Reference 
and Information Centre). Version 3.1 of the ISRIC-WISE 
database (WISE3-World Inventory of Soil Emission 
Potentials) was complied from a wide range of soil profile 
data collected by many soil professionals world wide. All 
profiles have been harmonized with respect to the original 
Legend (1974) and Revised Legend (1988) of FAO-Unesco. 
Thereby the primary soil data and any secondary data derived 
from them can be linked using GIS to the spatial units of the 
soil map of the world as well as more recent Soil and Terrain 
(SOTER) databases through the soil legend code. 
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WISE3 is a relational database, compiled using MS-
ACCESS. It can handle data on: (a) soil classification; (b) soil 
horizon data; (c) source of data; and methods used for 
determining analytical data. Profile data in WISE3 originate 
from over 260 different sources, both analogue and digital. 
Some 40% of the profiles were extracted from auxiliary 
datasets, including various Soil and Terrain (SOTER) 
databases and the FAO Soil Database (FAO-SDB), which, in 
turn, hold data collated from a wide range of sources. 

WISE3 holds selected attribute data for 10,253 soil profiles, 
with some 47,800 horizons, from 149 countries. Individual 
profiles have been sampled, described, and analyzed 
according to methods and standards in use in the originating 
countries. There is no uniform set of properties for which all 
profiles have analytical data, generally because only selected 
measurements were planned during the original surveys. 
Methods used for laboratory determinations of specific soil 
properties vary between laboratories and over time. Some 
times, results for the same property cannot be compared 
directly. WISE3 will inevitably include gaps, being a 
compilation of legacy soil data derived from traditional soil 
survey. These can be of a taxonomic, geographic, and soil 
analytical nature. As a result, the amount of data available for 
modeling is some times much less than expected. Adroit use 
of the data, however, will permit a wide range of agricultural 
and environmental applications at a global and continental 
scale (1:500000 and broader) [44]. 

The analysis of these datasets with various data mining 
techniques may yield outcomes useful to researchers in future. 

II. MATERIALS AND METHODS 
The rapid growth of interest in data mining is due to the (i) 

falling cost of large storage devices and increasing ease of 
collecting data over networks, (ii) development of robust and 
efficient machine learning algorithms to process this data, and 
(iii) falling cost of computational power, enabling use of 
computationally intensive methods for data analysis [37]. 

Data Mining (DM) represents a set of specific methods and 
algorithms aimed solely at extracting patterns from raw data 
[18]. The DM process has developed due to the immense 
volume of data that must be handled easier in areas such as: 
business, medical industry, astronomy, genetics or banking 
field. Also, the success and the extraordinary development of 
hardware technologies led to the big capacity of storage on 
hard–disks, fact that challenged the appearance of many 
problems in manipulating immense volumes of data. Of 
course the most important aspect here is the fast growth of the 
Internet. 

The core of the DM process lies in applying methods and 
algorithms in order to discover and extract patterns from 
stored data but before this step data must be pre–processed. It 
is well known that simple use of DM algorithms does not 
produce good results. Thus, the overall process of finding 
useful knowledge in raw data involves the sequential 
adhibition of the following steps: developing an understanding 
of the application domain, creating a target dataset based on 

an intelligent way of selecting data by focusing on a subset of 
variables or data samples, data cleaning and pre–processing, 
data reduction and projection, choosing the data mining task, 
choosing the data mining algorithm, the data mining step, 
interpreting mined patterns with possible return to any of the 
previous steps and consolidating discovered knowledge. 

The DM contains many study areas such as machine–
learning, pattern recognition in data, databases, statistics, 
artificial intelligence, data acquisition for expert systems and 
data visualization. The most important goal here is to extract 
patterns from data and to bring useful knowledge into an 
understandable form to the human observer. It is 
recommended that obtained information to be facile to 
interpret for the easiness of use. The entire process aims to 
obtain high–level data from low level data. 

Data mining involves fitting models to or determining 
patterns from observed data. The fitted models play the role of 
inferred knowledge. Typically, a data mining algorithm 
constitutes some combination of the following three 
components. 

 The model: The function of the model (e.g., 
classification, clustering) and its representational 
form (e.g. linear discriminants, neural networks). 
A model contains parameters that are to be 
determined from the data. 

 The preference criterion: A basis for preference of 
one model or set of parameters over another, 
depending on the given data. 

 The search algorithm: The specification of an 
algorithm for finding particular models and 
parameters, given the data, model(s), and a 
preference criterion. 

 
A particular data mining algorithm is usually an 
instantiation of the model/preference/search components. 
The more common model functions in current data mining 
practice include: 
 
1.  Classification [41], [38], [42], [6], [39]: classifies a 

data item into one of several predefined categorical 
classes. 

2.  Regression [19], [12], [64], [45]: maps a data item to 
a real valued prediction variable. 

3.  Clustering [61], [50], [47], [52], [29], [31], [62], and 
[21]: maps a data item into one of several clusters, 
where clusters are natural groupings of data items 
based on similarity metrics or probability density 
models. 

4.  Rule generation [60], [35], [40], [43], [23], [55], 
[53], [67]: extracts classification rules from the data. 

5.  Discovering association rules [2], [63], [5], and [34]: 
describes association relationship among different 
attributes. 

6.  Summarization [32], [65], [25], [20]: provides a 
compact description for a subset of data. 



IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 3, No. 1, May 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org    424 

 

7.  Dependency modeling [22], [7]: describes significant 
dependencies among variables. 

8.  Sequence analysis [10], [33]: models sequential 
patterns, like time-series analysis. The goal is to 
model the states of the process generating the 
sequence or to extract and report deviation and trends 
over time. 

Though, there are lots of techniques available in the data 
mining, few methodologies such as Artificial Neural 
Networks, K nearest neighbor, K means approach, are popular 
currently depends on the nature of the data. 

Artificial Neural Network: Artificial Neural Networks 
(ANN) is systems inspired by the research on human brain 
(Hammerstrom, 1993). Artificial Neural Networks (ANN) 
networks in which each node represents a neuron and each 
link represents the way two neurons interact. Each neuron 
performs very simple tasks, while the network representing of 
the work of all its neurons is able to perform the more 
complex task. A neural network is an interconnected set of 
input/output units where each connection has a weight 
associated with it. The network learns by fine tuning the 
weights so as able to predict the call label of input samples 
during testing phase. Artificial neural network is a new 
techniques used in flood forecast. The advantage of ANN 
approach in modeling the rain fall and run off relationship 
over the conventional techniques flood forecast. Neural 
network has several advantages over conventional method in 
computing. Any problem having more time for getting 
solution, ANN is highly suitable states that the neural network 
method successfully predicts the pest attack incidences for one 
week in advance.  

Pedotransfer functions (PTFs) provide an alternative by 
estimating soil parameters from more readily available soil 
data. The two common methods used to develop PTFs are 
multiple-linear regression method and ANN. Multiple linear 
regression and neural network model (feed-forward back 
propagation network) were employed to develop a 
pedotransfer function for predicting soil parameters using 
easily measurable characteristics of clay, sand, silt, SP, Bd 
and organic carbon[51].  

Artificial Neural Networks have been successful in the 
classification of other soil properties, such as dry land salinity 
(Spencer et al. 2004). Due to their ability to solve complex or 
noisy problems, Artificial Neural Networks are considered to 
be a suitable tool for a difficult problem such as the estimation 
of organic carbon in soil. 

Support Vector Machines: Support Vector Machines 
(SVM) is binary classifiers (Burges, 1998; Cortes and Vapnik, 
1995). SVM is able to classify data samples in two disjoint 
classes. The basic idea behind is classifying the sample data 
into linearly separable. Support Vector Machines (SVMs) are 
a set of related supervised learning methods used for 
classification and regression. In simple words given a set of 
training examples, each marked as belonging to one of two 
categories, an SVM training algorithm builds a model that 

predicts whether a new example falls into one category or the 
other. 

SVM is used to assess the spatiotemporal characteristics of 
the soil moisture products [4]. 

Decision trees: The decision tree is one of the popular 
classification algorithms in current use in Data Mining and 
Machine Learning. Decision tree is a new field of machine 
learning which is involving the algorithmic acquisition of 
structured knowledge in forms such as concepts, decision 
trees and discrimination nets or production rules. Application 
of data mining techniques on drought related data for drought 
risk management shows the success on Advanced Geospatial 
Decision Support System (GDSS).  Leisa J Armstrong states 
that data mining approach is one of the approaches used for 
crop decision making. 

Research has been conducted in Australia to estimate a 
range of soil properties, including organic carbon (Henderson 
et al. 2001). The nation-wide database had 11,483 soil points 
available to predict organic carbon in the soil. An enhanced 
decision trees tool (Cubist), catering for continuous outputs 
was used for this study. A correlation of up to 0.64 was 
obtained between the predicted and actual organic carbon 
levels. 

K nearest neighbor: K nearest neighbor techniques is one 
of the classification techniques in data mining. It does not 
have any learning phase because it uses the training set every 
time a classification performed. Nearest Neighbor search 
(NN) also known as proximity search, similarity search or 
closest point search is an optimization problem for finding 
closest points in metric spaces. 

K nearest neighbor is applied for simulating daily 
precipitation and other weather variables (Rajagopalan and 
Lall, 1999). 

Bayesian networks: A Bayesian network is a graphical 
model that encodes probabilistic relationships among 
variables of interest. When used in conjunction with statistical 
techniques, the graphical model has several advantages for 
data analysis. One, because the model encodes dependencies 
among all variables, it readily handles situations where some 
data entries are missing. Two, a Bayesian network can be used 
to learn causal relationships and hence can be used to gain 
understanding about a problem domain and to predict the 
consequences of intervention. Three, because the model has 
both a causal and probabilistic semantics, it is an ideal 
representation for combining prior knowledge (which often 
comes in causal form) and data. Four, Bayesian statistical 
methods in conjunction with Bayesian networks offer an 
efficient and principled approach for avoiding the over fitting 
of data Development of a data mining application for 
agriculture based on Bayesian networks were studied by 
Huang et al. (2008). According to him, Bayesian network is a 
powerful tool for dealing uncertainties and widely used in 
agriculture datasets. He developed the model for agriculture 
application based on the Bayesian network learning method. 
The results indicate that Bayesian Networks are a feasible and 
efficient. 
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Bayesian approach improves hydrogeological site 
characterization even when using low-resolution resistivity 
surveys [52]. 

K means approach: K means method is one of the most 
used clustering techniques in the data mining. The idea behind 
the K means algorithms is very simple that certain partition of 
the data in K clusters, the centers of the cluster can be 
computed as the mean of the all sample belonging to a cluster. 
The center of the cluster can be considered as the 
representative of the cluster. The center is quite close to all 
samples in the cluster. 

K Means approach was used to classify the soil and plants 
(Camps-Valls et al., 2003). 

Fuzzy logic: Fuzzy logic is a form of multi valued logic 
derived from Fuzzy set theory to deal with reasoning that is 
approximate rather than accurate. In contrast with "crisp 
logic", where binary sets have binary logic, fuzzy logic 
variables may have a truth value that ranges between 0 and 1 
and is not constrained to the two truth values of 
classic propositional logic [46].  Furthermore, when linguistic 
variables are used, these degrees may be managed by specific 
functions. Fuzzy logic emerged as a consequence of the 1965 
proposal of Fuzzy set theory by Lotfi zadeh [1] [66]. Though 
fuzzy logic has been applied to many fields, from control 
theory to artificial intelligence, it still remains controversial 
among most statisticians, who prefer Bayesian logic, and 
some control engineers, who prefer traditional two-valued 
logic. 

Fuzzy logic is used to the prediction of soil erosion in a 
large watershed (B.Mitra et al., ScienceDirect, Nov.1998). 

 Genetic Algorithm: The Genetic Algorithm (GA) is 
a search heuristic that mimics the process of natural evolution. 
This heuristic is routinely used to generate useful solutions 
to optimization and search problems. Genetic algorithms 
belong to the larger class of Evolutionary Algorithm (EA), 
which generates solutions to optimization problems using 
techniques inspired by natural evolution, such as inheritance, 
mutation, selection and crossover. 

Soil liquefaction is a type of ground failure related to 
earthquakes. It takes place when the effective stress within 
soil reaches zero as a result of an increase in pore water 
pressure during earthquake vibration (Youd, 1992). Soil 
liquefaction can cause major damage to buildings, roads, 
bridges, dams and lifeline systems, like the earthquakes. 

Genetic Algorithm approach is used for assessing the 
liquefaction potential of sandy soils (G. Sen et al. Nat. 
Hazards Earth Syst. Sci., 2010). 

Ant Colony Optimization: The Ant Colony Optimization 
(ACO) algorithm is probabilistic technique for solving 
computational problems which can be reduced to finding good 
paths through graphs. This algorithm is a member of ant 
colony algorithms family, in swarm intelligence methods, and 
it constitutes some Meta heuristic optimizations. Initially 
proposed by Marco Dorigo in 1992 in his Ph.D. thesis [13] 
[17], the first algorithm was aiming to search for an optimal 
path in a graph, based on the behavior of ants seeking a path 

between their colony and a source of food. The original idea 
has since diversified to solve a wider class of numerical 
problems, and as a result, several problems have emerged, 
drawing on various aspects of the behavior of ants. 

Ant Colony Optimization is applied for estimating 
unsaturated soil hydraulic parameters (K.C.Abbaspour et al, 
ELSEVIER, 2001).  

Particle Swarm Optimization: Particle Swarm 
Optimization (PSO) is a method for performing 
numerical optimization without explicit knowledge of the 
gradient of the problem to be optimized. PSO is originally 
attributed to Kennedy, Eberhart, and Shri [28] [54] and was 
first intended for simulating social behavior. The algorithm 
was simplified and it was observed to be performing 
optimization. The book by Kennedy and Eberhart 
[27] describes many philosophical aspects of PSO and swarm 
intelligence. An extensive survey of PSO applications is made 
by Poli [48] [49]. 

Particle Swarm Optimization is used for analysis of Soil 
erosion characteristics (Li Yunkai et al, Springer, Sep.2009). 

 Simulated Annealing: Simulated Annealing (SA) is a 
generic probabilistic Meta heuristic for the global 
optimization problem of applied mathematics, namely 
locating a good approximation to the global optimum of a 
given function in a large search space. It is often used when 
the search space is discrete (e.g., all tours that visit a given set 
of cities). For certain problems, simulated annealing may be 
more effective than exhaustive enumeration provided that the 
goal is merely to find an acceptably good solution in a fixed 
amount of time, rather than the best possible solution. The 
method was independently described by Scott Kirkpatrick, C. 
Daniel Gelatt and Mario P. Vecchi in 1983 [30] and by Vlado 
Cerny in 1985 [9]. The method is an adaptation of 
the  Metropolis Hastings algorithm, a  Monte Carlo method  to 
generate sample states of a thermodynamic system, invented  
by N. Metropolis  et al. in 1953 [36]. 

Simulated Annealing is used for analyzing Soil Properties 
(R.M. Lark et al., ScienceDirect, March, 2003). 

 

III. RESULTS AND DISCUSSION 
The purpose of the study is to examine the most effective 

techniques to extract new knowledge and information from 
existing soil profile data contained within ISRIC-WISE soil 
data set. Several data mining techniques are in agriculture and 
allied area. Few of techniques are discussed here. K means 
method is used to forecast the pollution in the atmosphere 
(Jorquera et al., 2001). Different possible changes of weather 
are analyzed using SVM (Tripathi et al., 2006). K means 
approach is used for classifying soil in combination with GPS 
readings (Verheyen et al., 2001). Wine Fermentation process 
monitored using data mining techniques. Taste sensors are 
used to obtain data from the fermentation process to be 
classified using ANNs (Riul et al., 2004). 

A brief survey of the related work in the area of soil mining 
is that the data involved here are high dimensional data and 
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dimensionality reduction was addressed in classical methods 
such as Principal Component Analysis (PCA) [24]. There is a 
growing literature demonstrating the predictive capacity of the 
soil landscape paradigm using digital data and empirical 
numerical modeling techniques as specified by Christopher et 
al., [11]. The Eigen decomposition of empirical covariance 
matrix is performed and the data points are linearly projected. 
When the information relevant for classification is present in 
eigenvectors associated with small eigenvalues are removed, 
then this could lead to degradation in classification accuracy. 
Examples of spatial prediction have been provided, across a 
range of physiographical range of environment and spatial 
extents, for a number of soil properties by  Gessler et al., [21] 
Tenenbaum et al.,[59] introduced the concept of Isomap, a 
global dimensionality reduction algorithm. The CCDR 
(classification constrained dimensionality reduction) 
algorithm [15] was only demonstrated for two classes and the 
performance was analyzed for simulated data. Bui et al., [8] 
demonstrated the potential for the discovery of knowledge 
embedded in survey of landscape model using rule induction 
techniques based on decision trees. It has the ability to mimic 
soil map using samples taken from it, and by implication it 
also captures the embedded knowledge. Related to agriculture, 
many countries are still facing a multitude of problems to 
maximize productivity [26]. Another concept of CCDR plots 
the classification error probability and its confidence interval 
using K nearest neighbour classifier [14]. Normally there is a 
decrease in error probability as dimension increases, and the 
optimal value is reached when dimension value varies 
between 12 - 14, which has been proved using entropic graph 
algorithm. However the food production has improved 
significantly during last two decades by providing it with 
good seeds, fertilizers, and pesticides and modern farming 
equipment [57]. The agriculture sector has seen a tremendous 
improvement. 

IV. CONCLUSIONS 
In this research survey, data mining and pattern recognition 

techniques for soil data mining studied. The survey aims to 
come out of the techniques being used in the agricultural soil 
science and its allied area.  

The recommendations arising from this research survey are: 
A comparison of different data mining techniques could 
produce an efficient algorithm for soil classification for 
multiple classes. The benefits of a greater understanding of 
soils could improve productivity in farming, maintain 
biodiversity, reduce reliance on fertilizers and create a better 
integrated soil management system for both the private and 
public sectors. 
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