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Abstract 
Data Mining (DM) is the process of automated extraction of 
interesting data patterns representing knowledge, from the large 
data sets. Frequent itemsets are the item sets that appear in a data 
set frequently. Finding such frequent itemsets plays an essential 
role in mining associations, correlations, and many other 
interesting relationships among itemsets in transactional and 
relational database.  
 
In this paper we have presented a tool called, Transactional 
Dataset Generator (TDSGenerator v1.0) for generating a Binary 
Dataset as well as Transactional Dataset corresponding to the 
Binary Dataset. Synthetic datasets generated by this tool will be 
used to find the list of frequent itemsets and thereafter finding 
the strong Association Rules among those itemsets. This tool can 
also be used as a demonstrator for experimenting and explaining 
the concepts of Association Rules Mining (ARM). 
Keywords: Data Mining, Frequent Itemsets, Binary Data Set, 
Transactional Data Set, Association Rules Mining. 

1. Introduction 

Hidden or embedded knowledge in the form of interesting 
trends or patterns can be extracted using an automated 
process of mining the data in large databases, the web, 
other massive data repositories, or data streams [1, 2]. 
Patterns are extracted using techniques such as 
classification, association rules, clustering, etc.  
 
A huge amount of basket data can be stored based on 
items purchased on a per-transaction basis as a result of 
the advancement in the bar code technology [5]. The 
itemsets that appear more frequently in such data sets are 
called frequent itemsets. Extracting such frequent itemsets 
plays an essential role in mining associations, correlations, 
and many other interesting relationships among itemsets in 
transactional and relational databases. Frequent Itemset 

mining is a core DM task. It has an elegantly simple 
problem statement: to find the set of all subsets of items 
that frequently occur together in database records or 
transactions. Although this task has a simple statement, it 
is CPU and input/output (I/O) intensive, mainly because 
the large amount of item sets that are typically generated 
and large size of the datasets involved in the 
process[2,6,7]. 
 
Mining the Association rules from the frequent itemsets 
requires a transactional database which can be a real 
transactional data base of any retail industry or can be a 
synthetic version generated by a tool. Synthetic Data Set 
generated by a tool can serve a fundamental requirement 
for experimenting with the DM concepts and mining the 
Association rules from the frequent item sets. Newly 
designed algorithms can be experimented and tested on 
such synthetic data sets and then the concepts can be 
implemented on a real data set.  
 
This paper presents a tool called, Transactional Data Set 
Generator (TDSGenerator v1.0) for generating a Binary Dataset 
as well as Transactional Dataset corresponding to the Binary 
Dataset. Synthetic datasets generated by this tool will be 
used to find the list of frequent item sets and thereafter 
finding the strong Association Rules among those item 
sets in a distributed environment.  

2. Definitions and Preliminaries  

The frequent itemset mining can be formally defined as 
follows: 
DB   Transactional Database as shown in Fig. 1. 

D   Total number of transactions in DB  or size of 

DB  

I   miii ,,, 21    Set of m items in DB  
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T   A transaction in DB .Each transaction is assigned 
an identifier called TID.  

 

 Item1  Item3  Item2  Item m  TID  Itemm-1 

 Item 1  Item 3      T1  Item m-1 

            

   Item 3  Item 2  Item m  T10   

            

 Item 1    Item 2  Item m  TD-1   

 Item 1        TD  Item m-1 

DB

D  

I  

P

 

Fig. 1  Transactional Dataset. 

P   A set of items (item set or pattern) in a particular 

transactionT , IP  . An item set P  containing k items 
is called k-itemset. 

)(Ps  : Support of an itemset P  is the frequency of 

occurrence of P  in DB   

)(Ps  = 
D

PcontainingTof ____#
 %, 

where PcontainingTof ____#  is the support 

count (sup_count) of itemset P . 
min_sup: given minimum support threshold.   
Frequent Itemsets  Frequent itemsets are the itemsets 
that appear in a data set frequently. and satisfy the 
minimum support(min_sup) ,i.e., if 
Support( P )min_sup.  

kC   Candidate frequent k-Itemsets is the list (or set) of 

all frequent k-itemsets without the constraint of minimum 
support threshold, min_sup.  

kL   List (or set) of frequent k-itemsets after pruning 

the candidate set kC  by applying the constraint of 

min_sup. 
Anti-monotone downward closure property of Frequent 
Itemsets  if a set cannot pass a test, all of its supersets 
will fail the same test as well, i.e., all nonempty subsets of 
a frequent itemset must also be frequent, i.e., any (k-1)-
itemset that is not frequent cannot be a subset of a frequent 
k-itemset. This property is used in subset testing of 
frequent itemsets.  
Apriori Algorithm  Apriori is most popular and basic 
algorithm proposed by R. Agrawal and R. Srikant [4] for 
mining frequent itemsets for generating boolean 
association rules. Apriori exploits the basic functionality 
of a frequent itemset: all subsets of a frequent itemset must 
be frequent. Starting with singleton itemsets, Apriori 

computes their supports by scanning the database, and 
filters out frequent itemsets. At the end of each iteration, 
only itemsets whose immediate subsets are all frequent at 
the current iteration are considered at the next iteration.  
Association Rule (AR)   An implication of the form 

QP  , where itemset IP  , itemset IQ  , and 

QP . Itemset P  is the antecedent part and itemset 

Q  is called the consequent part of AR.  

 
Association Rules, first introduced in [5], are used to 
discover the associations (or co-occurrences) among items 
in a transactional database. ARs can be used to find the 
patterns of customer’s purchase such as how the 
transaction of buying some goods will impact on the 
transactions of buying others. Such rules can be 
implemented to design the merchandise shelves, to 
manage the stock and to classify the customers according 
to the purchase patterns. Support and confidence are two 
measures to find interesting Association Rules. 
Support, s , of an AR is the probability that the 
transaction contains both antecedent and consequent of 
AR and  is given as: 

)( QPs  =

D

QandPbothcontainingTof _______#
%, 

we can say that %s  of the transactions support the 

rule QP  , 0.10  s  or %100%0  s  

 
Confidence, c, of an AR is the conditional probability that 
a transaction having antecedent also contains consequent 
of AR and is given as: 

)( QPc  =    

)(

)(

Ps

QPs 
=sup_count( QP  )/sup_count( P ),we 

can say that when itemset P  occurs in a transaction there 
are %c  chances that itemset Q  will occur in that 

transaction, 0.10  c  or %100%0  c   
 
min_conf  given minimum confidence threshold.   
 
Strong AR   if  )( QPs min_sup && 

 )( QPc min_conf, then rule QP   is called 

strong AR.  
 
Association Rule Mining (ARM)   ARM is the task to 
find all the strong association rules whose support and 
confidence are above the min_sup and min_conf, 
respectively. The ARM can be viewed as a two-step 
process [8].  
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1. Find all frequent k-itemsets( kL ) 

2. Generate Strong Association Rules from kL      

 

 Binary Data Set File 
 #_of_Items 

 #_of_Transactions 

 Approximate_Density 

 Density Distributor 

 Binary Data Set 

 TID    ITEMSET 

Transactional 
Data Set 

 TDS Generator 

 Transactional
 Data Set File

Required Density 

 

Fig.  2  Block Architecture of TDSGenerator. 

 

Fig. 3 GUI of TDSGenerator. 

3. System Architecture 

TDSGenerator takes three inputs- 1) total number of items 
in a transactional dataset 2) total number of transactions, 
and 3) approximate density of the number of 1’s in BDS. 
A 2-D array of integer values is created with number of 
columns equals number of items and number of rows 
equals number of transactions. Array elements can have 
either of the two binary values ‘0’ or ‘1’ in that ‘1’ 
represents that the item in a transaction is purchased by the 

customer and ‘0’ otherwise. Repeated attempts are made 
to get the desired density array with the help of Density 
Distributor component. If the BDS of required density is 
created then a TDS is generated. Each transaction in TDS 
consists of Transaction Identification (TID) and itemset, 
i.e., all the items purchased in that transaction. Block 
architecture of TDSGenerator is shown in Figure 2.   
 

 
 

Fig. 4  Statistical Information. 

 

BDS Text File TDS Text File  
 

Fig. 5 Output BDS and TDS Text files generated by TDSGenerator. 

 
This tool generates two output text files, as shown in 
Figure 5, a BDS text file (e.g. BinaryDS20T10I.txt) for 
BDS and TDS text file (e.g. TDS20T10I.txt) for TDS and 
stores them at desired location.  

4.   Implementation and performance study 

TDSGenerator v1.0 has been implemented in Java 
language using Java Swing for advanced GUI designing.  
GUI of TDSGenerator v1.0 is shown in Figure 3.  
 
Some statistical information for the given input (number 
of items=10, number of transactions=20, and approximate 
density=80%) is shown in Figure 4 result screen. From 
this output we have seen that total number of ‘1’ generated 
in BDS are 159 and if one integer value takes 4 bytes then 
total 636 bytes are required to store the data set of all the 
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items purchased. The actual density of BDS will be 
81.5%.     
  

This tools supports a maximum of 322  number of items 

and a maximum of 322  number of transactions in a data 
set. So with these values it can generate a BDS of 

642 items.  

5. Conclusion 

Mining the Association rules from the frequent itemsets 
requires a transactional database which can be a real 
transactional data base of any retail industry or can be a 
simulated version generated by a tool. Data Set generated 
by a tool can serve a fundamental requirement for 
experimenting with the DM concepts and also mining the 
Association rules from the frequent itemsets. 
 
In this paper we have presented a tool called, 
Transactional Data Set Generator (TDSGenerator v1.0) for 
generating a BDS as well as TDS corresponding to the 
BDS. This tool can also be used as a demonstrator for 
experimenting and explaining the concepts of DM. 
 
In our further steps of research the TDSGeneratorv1.0 tool 
will be used to generate the partitioned data sets at 
distributed sites and then mining the global frequent 
itemsets (GFI) from distributed local frequent itemsets 
(LFI). 
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