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Abstract 

A method of predicting visual attention shift is proposed based 
on image segmentation using neurodynamic system in this paper. 
The input image is mapped to a neural oscillator network. Each 
oscillator corresponding to a pixel is modeled by means of 
simplified Wilson-Cowan equations, and is coupled with its 8-
nearest neighbors. Then the image is segmented by classifying 
the oscillation curves of the excitatory groups of all the 
oscillators. The classifier is constructed based on features of 
frequency, offset, phase and amplitude of the curves. The visual 
attention shift between the regions on the image is predicted 
according to the saliency strength of each region. Referring to the 
mechanism of winner-take-all competition, the saliency of a 
region is the aggregation of the dissimilarities between this 
region and all the other ones. Experimental results on images 
show the effectiveness of our method. 
Keywords: Neural oscillation, Coupling method, Image 
segmentation, Saliency, Visual attention shift. 

1. Introduction 

Human vision system is able to select salient information 
among mass visual input to focus on. This selective 
attention mechanism enables us to efficiently understand 
the visual scenes without forming a complete, detailed 
representation of our surroundings [1]. When performing a 
visual task, according the mechanism of winner-take-all 
competition [2], the most salient region is attended first, 
and then our attention will shift to the less salient regions 
successively due to the adaptability of the visual system, 
while the attended regions may also be attended again after 
a few seconds. Computationally modeling such mechanism 
has become a popular research topic in recent years [3-5]. 

In this paper, a method of predicting visual attention shift 
is proposed based on image segmentation using 
neurodynamic system. In previous studies [2, 6], visual 
attention is often modeled to shift between pixels 
according the saliency strength of these pixels, i.e., these 
methods do not consider the semantic information in the 
image. We think commonly that visual attention should 
shift between meaningful regions on an image, and these 
regions should correspond to an object or at least part of an 
object. Therefore, in order to label the input image with 
meaningful regions, we apply our simplified Wilson-
Cowan equations which we proposed in [7] to image 
segmentation.  Wilson-Cowan equations [8] are based on 
the assumption that the features of an object are grouped 
based on the temporal correlation of neural activities [9]. 
Thus neurons that fire in synchronization would signal 
features of the same object, and groups desynchronized 
from each other represent different objects. Experimental 
observations [10] of the visual cortex of animals show that 
synchronization indeed exists in spatially remote columns 
and phase-locking can also occur between the striate cortex 
and extrastriate cortex, between the two striate cortices of 
the two brain hemisphere, and across the sensorimotor 
cortex. These findings have concentrated the attention of 
many researchers on the use of neural oscillators such as 
Wilson-Cowan oscillators [11]. 
 
The remainder of the paper is organized as follows: In 
Section 2, we firstly stated the framework of our visual 
attention shift method in details. Then we demonstrate our 
experimental results in Section 3. The summary is given in 
Section 4. 
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2. Proposed Method 

2.1 Neural Oscillation and Synchronization 

To segment a gray image by using neurodynamic system, 
we let the input image correspond to a neural oscillator 
network in our method. Therefore, each pixel in the image 
is mapped to a neural oscillator in the network, and the 
intensity of each pixel is considered to be the external 
input to the corresponding oscillator. 
 
We describe an oscillator by means of simplified Wilson-
Cowan equations. Such a model consists of two non-linear 
ordinary differential equations representing the interactions 
between two populations of neurons that are distinguished 
by the fact that their synapses are either excitatory or 
inhibitory. Thus, each oscillator consists of a feedback 
loop between an excitatory groups ix  and inhibitory 
groups iy  that obey the Equation (1): 
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Both ix  and iy  are interpreted as the proportion of active 
excitatory and inhibitory neurons respectively, which are 
supposed to be continuous variables and their values may 
code the information processed by these populations. 
Especially, the state 0ix =  and 0iy =  represents a 
background activity which correspond to the background 
in an image. The parameters in Equation (1) are as follows: 
a  is the strength of the self-excitatory connection, d  is 
the strength of the self-inhibitory connection, b  is the str- 
ength of the coupling from x  to y , and c  is the strength 
of the coupling from y  to x . Both xφ  and yφ  are 
thresholds, 1r  and 2r  modify the rate of change of the x  
and y  group respectively. Figure 1(a) shows the model of 
an oscillator. All the above parameters are non-negative, 
and iI  is external input to the oscillator in position i  
which corresponds to a pixel in the image. ()H  is a 
sigmoid activation function defined as in Equation (2): 

1( )
1

z
T

H z
e
−=

+
 .                          (2) 

T  is a parameter that sets the central slope of the sigmoid 
relationship. 
 
We locally couple the above simplified Wilson-Cowan 
oscillators as in Equation (3): 
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α  and β  represent the strength of the connection between 
neurons. ix∆  and iy∆  represent coupling terms from 
all other adjacent oscillators in the neural network. An 
open chain of coupled oscillators is shown in Figure 
1(b) which is preferable for 1-D neural network. Since an 
image corresponds to a 2-D network in our method, we 
couple each oscillator with its 8-nearest neighbors. The 
coupling method in our model is illustrated in Figure 1(c). 
In Figure 1(c), each ellipse represents an oscillator and all 
the oscillators enclosed by a rectangle represent the neural 
oscillator network corresponding to the input image. In 
Figure 1(c), for the red oscillator at 2t , its coupling 
strength is related to five purple oscillators (including itself) 
at last moment 1t . And the coupling strength of these five 
oscillators at 3t  are related to the red oscillator at 2t . Note 
that for better illustration, each oscillator only connects 
with 4  other  ones in Figure 1(c) .  Thus ix∆  and  
 
 
 
 
 
 
 
 
 
 
 

(a)                                         (b) 
 
 
 
 
 
 
 
 
 
 
 

(c) 
Figure 1. (a) A single oscillator. (b) An open chain of 
coupled oscillators. (c) The coupling method in our model. 
For the red oscillator at 2t , its coupling strength is related 
to five purple oscillators (including itself) at last moment 

1t . And the coupling strength of these five purple 
oscillators at 3t  are related to the red oscillator at 2t . 
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iy∆ in Equation (3) are computed as in Equation (4): 
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( )iN x  and  ( )iN y  are the 8-nearest neighbors of ix  and 

iy  respectively. The weight jr  and kr is determined as in 
Equation (5): 
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φ  is a threshold to decide whether two adjacent oscillators 
couple with each other. 
 
All the parameters above are determined to make the diff- 
erential equation in Equation (3) reach synchronization 
asymptotically, and we use 4th order Runge-Kutta method 
to find the iterative solution of this differential equation. 
 
Figure 2 shows an input image and the corresponding 
oscillation curves of the excitatory groups of all the 
oscillators in the network. In Figure 2(b), except that the 
oscillators corresponding to background pixels in the input 
image become silent over time, the oscillation curves of all 
the other oscillators can be obviously clustered into 4 
classes: the red arrow points to one class, the green arrow 
points to the other three classes. Consequently, the actually 
4 objects in the input image can be reasonably segmented 
by classifying the neural oscillation curves. We will 
explain how to classify the oscillation curves automatically 
using the features extracted from the curves in the next 
subsection. 

2.2 Image Segmentation by Classifying the 
Oscillation Curves 

After observing and analyzing many oscillation curves, we 
assume that each oscillation curve generated by Equation 
(3) is the superposition of sine and cosine waves. 
Therefore, we fit Fourier curves to the data of oscillation 
curves as in Equation (6): 

0 1 1ˆ cos( ) sin( )x m m t n tω ω= + ⋅ + ⋅  .              (6) 
x̂ is an approximation of the x  in Equation (3), i.e., the 
strength of x  corresponding to each moment t  in Figure 
2(b). And 1m , 1n , ω are parameters. Equation (6) can also 
be written as Equation (7): 

2 2
0 1 1ˆ sin( )x m m n tω θ= + + +  .                  (7) 

where 1 1( / )arctg m nθ = . In Equation (7), ω  represents 

frequency, θ  represents phase, 2 2
1 1m n+  represents  

amplitude, and 0m  represents offset from t -axis as shown 
in Figure 2. 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
Figure 2. Input image and neural oscillation. (a) An input 
image. (b) Oscillation curves of the excitatory groups of all 
the oscillators. 
 
As stated in last subsection, in order to segment the input 
image, we classify all the corresponding oscillation curves 
by combining the above four features (frequency, phase, 
amplitude and offset) extracted from each curve.  A four-
layer classifier is constructed as shown in Figure 3, and 
each layer classifies the oscillators using one feature 
respectively. We define the concept of an oscillator slice 
as a group of oscillators with same class label who connect 
with each other on the neural network, so each oscillator  
slice can also be labeled a class which is the same as any 
oscillator of this slice. By setting a threshold according to 
the feature, one oscillator slice from last layer can be 
classified into two or more slices on current layer. 
Moreover, at each layer, maybe there are several oscillator 
slices with same class label. We argue that if these slices 
with same class label connect with each other, the 
combination of these slices corresponds to a meaningful 
region in the input image, therefore these slices do not 
need to be further classified. Figure 4 shows results of 
image segmentation by classifying the oscillation curves. 
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Figure 3. A four-layer classifier used for analyzing the 
neural oscillation curves. 
 
 
 
 
 
                                       (a) 
 
 
 
 

(b) 
Figure 4. Results of image segmentation by classifying 
neural oscillation curves. (a) An input image and the image 
segmentation results. (b): Another Input Image and the 
corresponding segmentation results. 

2.3 Visual Attention Shift between Regions 

According to the mechanism of winner-take-all (WTA) 
competition, visual attention shifts from the most salient  
region to the lease one. In our method, given an image, all 
the regions are labeled by classifying the neural oscillation 
curves based on simplified Wilson-Cowan equations. The 
saliency of each region is calculated in a local-global 
manner as follows:  the dissimilarities between the current 
region and all the other regions of the image are calculated, 
and the aggregation of these dissimilarities is the saliency 
strength of the current region. If one region is more 
“irregular” measured by the above mentioned local-global 
method than other regions, this region is more salient. 
Given a gray image I with P  regions labeled by the  
image segmentation method as stated above, we compute 
the average of intensity of each region as in Equation (8): 

,
( , ) R( )

1 ( 1,2,..., )
( )i u v

u v i
AveIntensity I i P

Num i ∈

= =∑　　　　 .  (8) 

( )Num i  is the total number of pixels in region i , ( )R i   
represents all the coordinates of pixels in region i , and  

,u vI  is the intensity of pixel ( , )u v  on image I . Then the  
saliency strength of each region is calculated as in Equa-  
tion (9): 

1,
| |

P

i i j
j j i

Saliency AveIntensity AveIntensity
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= −∑ .   (9) 

Then ( 1,2,..., )iSaliency i P=  are sorted by descending 
order, and visual attention are supposed to shift from the 
most salient region to the lease one. Figure 5(a) shows an 
input image, and Figure 5(b) – Figure 5(e) shows the 
whole process of visual attention shift predicted by our 
method. Note that the white region is currently attended in 
Figure 5(b) – Figure 5(e). The tree is attended firstly, and 
then the sun, the background, the hill. 

3. Experimental Validation 

To guarantee that the neurodynamic system described in 
Equation (3) reach synchronization asymptotically, the 
parameters in Equation (1) – Equation (5) are set as 
follows: 20α = , 14β = , 1 1r = , 2 1r = , 0.1φ = , 1a = , 

1b = , 2c = , 0.5d = , 0.2xφ = , 0.15yφ = , 0.025T = . 
Note that all pixel values of the input image are normalized 
to [0, 1] before neural oscillation. We use 4th order Runge-
Kutta method to find the iterative solution of the differ-
ential equations in Equation (3). 
 
Figure 6 demonstrates the whole process of our method. 
Given a gray image as shown in Figure 6(a), we map this 
image to a neural oscillator network. Then Figure 6(c) 
illustrates the oscillation curves of the excitatory of all the 
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oscillators. The six color arrows point to six clusters of 
curves corresponding to six regions in the input image. 
Note that the blue and the green arrows actually point to 
two different clusters of curves although these two clusters 
are similar to each other. Figure 6(b) shows the course of  
visual attention shift predicted by our method. And the 
order is from upper left to lower right. The background is 
predicted to be attended firstly, and the jeep last. 

 
 
 
 
 
 

(a)             (b)             (c)              (d)              (e) 
Figure 5. Prediction of visual attention shift. (a): An input 
image. (b) – (e): the whole process of visual attention shift 
predicted by our method. Note that the white region is 
currently attended. The tree is attended firstly, and then the 
sun, the background, and the hill. 
 
 
 
 
 
 
 
 
 
 

(a)                                          (b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                             (c) 
Figure 6. (a) Input image. (b) The whole course of visual 
attention shift predicted by our method, and the order is 
from upper left to lower right. Note that the white region in 
each image is currently attended. (c) Neural oscillation 
curves of the excitatory groups of all the oscillators. 
 

4. Conclusions 

In this paper, a method of predicting visual attention shift 
has been proposed based on image segmentation using 
neurodynamic system. We think commonly that visual 
attention should shift between meaningful regions on an 
image, and these regions should correspond to an object or 
at least part of an object. Therefore, we apply our 
simplified Wilson-Cowan equations to image segmentation. 
The input image is mapped to a neural oscillator network. 
Then by analyzing the features of frequency, offset, phase 
and amplitude of the oscillation curves, the image is 
labeled with different regions. To determine the order of 
visual attention shift, we define the saliency strength of 
each region as the aggregation of dissimilarities between 
this region and all the other ones, and more salient region 
is predicted to be attended earlier. 
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