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ABSTRACT 
Clustering is the process of gathering or acquiring similar 
objects into a group known as cluster. All the objects in a 
cluster or group are similar to each other. The object in 
one cluster is dissimilar to the object in another cluster. 
The process of clustering is also known as un supervisory 
or machine learning. Weka is a popular tool for machine 
learning which was written in java. The Weka provides a 
collection of visualization tools and algorithms for data 
analysis and predictive modeling through a graphical user 
interface.  
   Key words: - clustering, Weka, machine learning and 
data analysis.   
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1. INTRODUCTION 
Today there are mountains of stored data-containing 
terabytes of data. New mountains are forming daily as the 
transactions are performing. To deal with this terabytes of 
data many data mining techniques can be used. Data 
mining sometimes referred to as Knowledge Discovery in 
Databases (KDD). “Data Mining” may be defined as the 
process of searching, and analyzing data in order to find 
implicit, but potentially useful information. The advantages 
associated with data mining are (a) the result of analysis is 
objective (b) the accuracy of data is constant (c) analysis 
work is done routinely and (d) large quantities of data can 
be processed rapidly. Machine learning techniques can be 
used for data mining because of their ability to extract 
patterns relating to the concepts to be learned. Clustering is 
one of the Machine learning and data mining techniques 
which can identify the similar patterns in the data. 
Clustering is process of grouping similar type of objects 
into one group or cluster. Section 2 describes the clustering 
process in more detail, and section 3 provides discussion 
of k-means with an example problem, section 4 provides 

the detailed discussion of Weka, and section 5 describes 
about the ARFF files and section 6 describes the process of 
using Weka tool to simulate clustering process. 
 
2. CLUSTERING 
Cluster analysis or clustering is the process of grouping the 
objects into subsets so that the objects in subset are similar 
in some sense. Clustering is a method of un supervisory 
learning and a common technique for stastical data analysis 
used in many fields, including machine learning, data 
mining, pattern recognition, image analysis and 
bioinformatics. The following diagram represents the 
clustering process 
 

 

 Fig 1: Result of the cluster analysis 
 
 
The above diagram figure 1 represents that the result 
produced by the clustering process. The first step in this 
process is to adopt a mathematical description of similarity 
such as defining a proximity function. There are number of 
methods available to measure the similarity between the 

http://en.wikipedia.org/wiki/File:Cluster-2.svg�
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observations. The most popular distance measure is 
Euclidian Distance, which is defined as  

 
d(i,j)=((xi1-xj1)2+(xi2-xj2)2+.....+(xin-xjn) 2 )

a. d(i,j)≥0: Distance is a non negative number 

1/2 

 

Euclidian Distance has to satisfy the 

b. d(i,i)=0: The distance of object to itself is 0 
c. d(i,j)=d(j,i): Distance is symmetric function 
d. d(i,j)≤d(i,h)+d(h,j): going directly from object i to 

object j in space is no more than making a detour 
over any object h(triangular inequality). 

The typical requirements of clustering are scalability, 
ability to deal with different types of attributes, Discovery 
of clusters with arbitrary shapes, Minimum requirements 
for domain knowledge to determine input parameters, 
Ability to deal with noisy data, High dimensionality and 
interpretability and usability. Many clustering algorithms 
are available. In general, the major clustering methods can 
be classified into following categories. 
Partitioning method: given a database of n objects or data 
tuples a partioning method constructs k partitions of data, 
where each partition represents a cluster and k≤n. Each 
group must contain at least one object and each object 
must belonging to exactly one group. 
Hierarchical methods: A hierarchical method creates a 
hierarchical decomposition of the given set of data objects. 
The following figure 2 and figure 3 represents the 
hierarchical clustering. 
  
    
 

 

 Figure 2: Raw Data 
 

Density based methods: The general idea is to 
continue growing the given cluster as long as the 
density in the neighborhood exceeds some threshold; 
that is for each data point within a given cluster, the 
neighborhood of a given radius has to contain at least 
a minimum number of points. 

Grid based methods: Grid based method quantizes 
the object space into a finite number of cells that form 
a grid structure. All of the clustering operations are 
performed on grid structure. 
Model based methods: Model based methods 
hypothesize a model for each of the clusters and find 
the best fit of the data to the given model. A model 
based algorithm may locate clusters by constructing a 
density function that reflects the spatial distribution of 
the data points. 
 
The following diagram illustrates the hierarchical 
clustering. 
 

 

  
 

  Figure 3: Hierarchical clustering 
 

3. K-MEANS CLUSTERING 
K-means is a prototype based clustering technique 
which performs one level partitions of the data 
objects. In this we first choose k initial centeroids, 
where k represents the number of clusters desired. 
Each point is then assigned to the closest centeroid, 
and each collection of points assigned to a centeroid is 
a cluster. The centeroids of each cluster is then 
updated based on the points assigned to the cluster. 
This assignment and update steps will continue until 
no point changes in cluster, equivalently, or centeroids 
remain the same. 
 

The basic steps of k-means clustering are  
1. Determine the centeroid coordinates. 
2. Determine the distance of each object to the 

centeroids. 
3. Group the objects based on minimum distance. 

http://upload.wikimedia.org/wikipedia/commons/b/b5/Clusters.svg�
http://upload.wikimedia.org/wikipedia/commons/a/ad/Hierarchical_clustering_simple_diagram.svg�
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4. Update the centeroids. 
 

The following flowchart represents the complete 
process of k-means 
 
 
 
   

 
 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 4: flowchart representing K-means 
 
 
 
 
 
Example: 
Suppose we have several objects with two attributes as 
shown in the following table. Our goal is group these 
objects in to two clusters i.e. k=2 
   
  

Object Attribute 1 Attribute 2 
A 2 5 
B 4 6 
C 5 9 
D 9 12 
E 11 14 
 Table 1: objects with two attributes 
 
Each object represents one point with two attributes(x,y) 
that we can represent it as coordinate in an attribute space 
as shown in the following figure 
 

  

        
  Figure 5: Attribute space of objects 
Initial values of the centeroids: suppose we use object A 
and object B as the first centeroids that indicates k=2. Let 
c1 and c2 denote the coordinates of the centeroids, then 
c1=(2,5) and c2=(4,6) 
 
Iteration 0: 
Now calculate Euclidian Distance from c1 to all points and 
c2 to all points and construct a distance matrix D and 
group matrix G. Euclidian Distance between two objects 
can calculate as follows 
 
ED=(( xi1-xj1)2+(xi2-xj2)2+.....+(xin-xjn) 2  )1/2 

 
Euclidian distance between two objects represents the 
geometric distance between two objects 
ED between (2, 5) and (4, 6) =√ (2-4)2 + (5-6)2 

D

=2.236 
 

0

 
= 

 
 
 
 
Now depending on the above distance table we need to 
construct group tale by considering the minimum distance 
between centeroid and object 
 

0 2.236 5 9.9 12.73 
2.236 0 3.16 7.48 10.63 

 Start   
SSSSSSSS
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G0

 
= 

 
 
 
The above table represents that there two cluster instances 
and object A in one cluster and objects B, C, D, and E in 
another cluster. 
Iteration 1: 
Now group1 has only one object so that the centeroid 
remains same i.e.  (2,5) 
Group 2 has 4 objects so that we need to recomputed the 
centeroid as  
((4+5+9+11)/4,(6+9+12+14)/4)=7.25, 10.25 
The new centeroid for group2 is (7.5, 10.25) 
Now compute the distance from new centeroid and all 
other objects and construct distance table as 
 
D1

 
= 

 
 
 
Now group table is  
 
G1

 
= 

 
 
The above table represents that objects A, B belong to one 
cluster and objects C, D, E belong to another cluster. 
Iteration 2: 
Group 1 has two elements so that there is need to compute 
centeroid as ((2+4)/2, (5+6)/2) i.e. (3, 5.5) 
Group 2 has three elements so that there is need to 
compute centeroid as ((5+9+11)/3,(9+12+14)/3) i.e. (8.33, 
11.67) 
Now construct distance table 
 
D2

 
= 

 
 
Now group table is 
 
 
G2

 
= 

 
 
 
The above table represents that the objects A, B, C belong 
to first cluster and objects D, E belong to second cluster 
Iteration 3:  
The first cluster is having three objects as its members and 
second cluster is having two objects as its members. So 
that there is need to compute the centeroids of two clusters. 

Centeroid of first cluster is ((2+4+5)/3, (5+6+9)/3)=(3.67, 
6.67) 
Centeroid of second cluster is ((9+11)/2, 
(12+14)/2)=(10,13) 
Now construct distance table 
 
 
D3

 
Now group table is 

= 

 
G3

  
=     

 
The above table represents that the objects A, B, C belong 
to first cluster and the objects D, E belong to second 
cluster. 
We obtain result that G2=G3

 
 
This can be represented with the help of a graph 
 

. Comparing the grouping of 
last iteration and this iteration reveals that the objects do 
not move group any more. Thus the computation of the k-
means clustering has reached its stability and no more 
iteration is required.  We get the final grouping as results 
as 
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                Figure 6: attribute space of clustered objects 

1 0 0 0 0 
0 1 1 1 1 

0 2.236 5 9.9 12.73 
7.42 5.35 2.57 2.47 5.3 

1 1 0 0 0 
0 0 1 1 1 

1.12 1.12 4.03 8.85 11.67 
9.2 7.2 4.3 0.75 3.54 

1 1 1 0 0 
0 0 0 1 1 

2.36 0.74 2.68 7.537 10.36 
11.31 9.21 6.40 1.41 1.41 

1 1 1 0 0 
0 0 0 1 1 

Object Attribute X Attribute Y Cluster or 
group 

A 2 5 1 
B 4 6 1 

C 5 9 1 

D 9 12 2 

E 11 14 2 
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4. WEKA  

Weka is a popular open source machine learning software 
package implementing the many state of art machine 
learning algorithms. It is collection of machine learning 
algorithms. The algorithms can be either applied directly to 
data set or called from java code. Weka contains tools for 
data pre processing, classification, regression, clustering, 
association rules and visualization. Weka was written in 
java, developed at the University of Waikato, New 
Zealand. Weka is a   free software available under General 
Public License(GNU). It provides Graphical User 
Interface. The fully java based version Weka 3 for which 
development is started in 1977, is now used in many 
application areas in particular for education and research. 
Weka mainly consists of four interfaces 

• Explorer 
• Experimenter 
• Knowledge Flow 
• Simple CLI 

 

 
           Figure 7 : Weka Interface 
 
Explorer: it is the main user interface, but the sane 
functionality can be accessed through the component based 
knowledge flow interface and from the command line. 

 
       Figure 8: Explorer window 
 

Experimenter: it allows systematic comparison of the 
predictive performance of the Weka’s machine learning 
algorithms on a collection of data sets. 
Knowledge Flow: In knowledge flow the user select weka 
components from a tool bar place them on layout canvas, 
and connect them into a directed graph that process and 
analyzes the data. 
Simple CLI: It provides a command line mode to access a 
weka. The CLI is a text based interface to the weka 
environment. All weka commands are similar to the java 
commands. To execute a command enter it in white box 
below the window    
 

 
                     Figure 9 : Simple CLI window 
 
The machine learning tool weka support several data 
mining tasks more specially data pre processing, 
clustering, classification, and regression. Weka can 
perform data mining tasks directly either on data base by 
using JDBC or on data sets in ARFF file 
 
5. ARFF FILES 

An ARFF (Attribute-Relation File Format) is an 
ASCII text file that describes a list of instances 
sharing a set of attributes. ARFF files were developed 
by the Machine learning project at the department of 
computer science of the University of Waikato to use 
with Weka machine learning software. All ARFF files 
two distinct sections. The first section is the header 
information followed by the data information. The 
relation and attributes are declared in the header 
section. The relation name is defined as the first line in 
the ARFF file as follows 
@relation <relation-name> 
Relation-name is a string. 
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The attribute declaration is 
@attribute <attribute-name> <data type> 
The data type can be any one of the four types. 

• Numeric 
• Nominal 
• String 
• Date 

The comments can be specified with % 
Now we define an ARFF file for our example problem in 
section 3 
%this is header section 
%it contains relation declaration and attribute declarations. 
@relation xy 
@attribute x numeric 
@attribute y numeric 
 % data section started. 
@data 
2,5 
4,6 
5,9 
9,12 
11,14 
Now save this file with .arff as its extension and name this 
file as sample.arff.The missing values in data section can 
specify with commas. 

 
6. K-MEANS CLUSTERING WITH WEKA 

This example illustrates the use of k-means with Weka. 
The sample data set used for this example is taken from 
sample.arff which contains five instances. Some 
implementations of K-means only allow numerical values 
for attributes. In that case, it may be necessary to convert 
the data set into the standard spreadsheet format and 
convert categorical attributes to binary. It may also be 
necessary to normalize the values of attributes that are 
measured on substantially different scales (e.g., "age" and 
"income"). While Weka provides filters to accomplish all 
of these preprocessing tasks, they are not necessary for 
clustering in Weka. This is because Weka Simple K Means 
algorithm automatically handles a mixture of categorical 
and numerical attributes. Furthermore, the algorithm 
automatically normalizes numerical attributes when doing 
distance computations. The Weka Simple K Means 
algorithm uses Euclidean distance measure to compute 
distances between instances and clusters. 
First go to the Explorer interface. The explorer interface 
contains the various panels such as pre process, classify, 
cluster, associate, select attribute, and visualization. Now 
go to the preprocess panel. Now click on open file and 
browse for ARFF file which contains objects. After 
loading the ARFF file we can see elements in object space 

by using visualization. Visualization panel represents 
instances in ARFF file in object space by taking their 
attributes. Now click on cluster and click on choose and 
select simple k-means and start. The result is as follows 
 
 

 
                   Figure 9: output screen 
 
The output is two clusters one with two objects and 
another with three objects with sum of squared errors 
0.21399. 
 

7. CONCLUSION 
Weka is an efficient and flexible machine learning tool. By 
using this we can implement all standard data mining 
algorithms. Here we are having one drawback for simple k-
means that is we can not specify the k value i.e. number of 
clusters, so that for any number of objects Weka generates 
only two clusters. If we compare the result of weka 
clustering with manual procedure as we saw in section 3 
we may not ensure the accuracy of the result. Thus if there 
is an ensure for accuracy of results and make provision to 
choose number of clusters it can be more and more 
efficient 
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