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Abstract 

This research study focuses on pattern recognition using 

convolutional neural network. Deep neural network has been 

choosing as the best option for the training process because 

it produced a high percentage of accuracy. We designed 

different architectures of convolutional neural network in 

order to find the one with high accuracy of image 

classification and optimum bias. We used CIFAR-10 data 

set that contains 60000 Images to train our model on 

architectures.  The best architecture was able to classify 

images with 95.55% of accuracy and an error of 0.32% 

using cross validation method. We note that, the numbers of 

epoch while running the model and the depth of the 

architecture are factors that contributed to get this 

performance. 

Keywords: Convolutional Neural Networks, Cross 

validation, Deep Learning, Overfitting, Deep neural 

network 

1. Introduction

A domain both ancient in its history and very young in 

its multiple evolutions over the last decades, pattern 

recognition has been   perceived as a full-fledged 

branch of Artificial Intelligence, producing algorithms 

for environment perception. Quite quickly, it extended 

its field of action to machine learning frameworks. 

The aim of this study is to design a model that predicts 

a class to which belongs input image. Hence the need 

to set up an optimal model that minimizing error and 

maximizing accuracy. 

Thus, it’s a problem of supervised learning, that is to 

say when we observe certain input examples and the 

corresponding classes in order to approach or to 

correspond these inputs to expected outputs by 

adjusting parameters. The model that have been 

designed, learn from the observations of The DataSet 

and is then generalized on data besides sample on 

which the parameters will be trained. 

To do this, we use Deep Learning, "a new research 

area of Machine learning whose aim is to bring 

Machine Learning closer to its main objective which 

is artificial intelligence"[7]. It is based on artificial 

neural networks idea and is tailored to handle large 

amounts of data by adding layers to the network. 

A particular type of artificial neural networks is used, 

namely convolutional neural networks. Different 

architectures of this type of neural networks are tested 

in order to determine the one with best accuracy for 

our model. CIFAR-10 has been choosing to test our 

model on theses architectures.  

Several works in this area focus more on empirical 

computer applications. However, from the perspective 

of this, we are interested in exploring the 

developments of the most recent computer vision used 

for neural networks in order to improve the results of 

previous work, such as in [D. Djabeur and 

Mohammed, 2017] and many others, having tackled 

the same problem with neural networks. 

In the aforementioned paper, the MLP model 

classified images with an error estimated at 2.31% and 

61% of accuracy for its experiments, while CNN's 

model achieved 78% of accuracy and an error 

estimated at 0.76%. We note that, for this study, the 

better architecture contained 4 layers of convolution, 2 

layers of max pooling, the function being ReLU and 

two full connected layers. To train and validate their 

model, they used the MNST data set divided into two 

parts, one for the training of the model containing 

50,000 images of handwritten figures and another 

10,000 for model validation. This is why there was a 

negative impact on the performance of their model. 

In order to improve the performance of our model, we 

define an architecture containing six convolution 

layers, three layers of Max pooling and three full 

connected layers. We train the model using the cross 

validation technique. It consists   of divide the training 

set into k folds. Our training set has been divided into 

5 folds each containing 10,000 images. Besides this 
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technique, the use of regularization methods 

(Dropout) is crucial to significantly reduce 

Overfitting. 

2.  Pattern recognition 

2.1 Definition 

Pattern recognition is a discipline straddling 

mathematics and artificial intelligence to which 

several definitions have been assigned.  From all these 

definitions which so perfectly complement each other, 

it emerges that it is an activity which consists in 

designing automatic or semi-automatic systems which 

recognize the shapes or patterns presented to them [2]. 

The problem that it tries to solve is to associate a class 

to an unknown pattern. This is why it 

is often considered as a classification problem: finding 

the function which affects its most relevant class to 

any unknown pattern [6].
 It takes place according to a 

protocol called “Pattern recognition process”, (shown 

diagrammatically in Fig 1).  

2.2. The pattern recognition process    

This process allows to reduce the amount of data to 

handle, leaving the original information that is part of 

the observation or real world space (often an image or 

signal) to reach its symbolic description, in the space 

of interpretation or space of categories, passing 

through the space of representation or space of 

characteristics where the relevant primitives are 

extracted [5]. 

From this description, we deduce that in the general 

case, there are two main stages which are: 

 The characteristic extraction stage: the passage 

from the observation space to the representation space. 

 The classification stage: the transition from the 

representation space to the interpretation space.       

Other steps are complementary and sometimes 

necessary such as acquisition, pre-processing and 

post-processing. 

 

Fig 1 Pattern recognition process 

Legends:  (P): Preprocessing, (FE): Features 

Extraction, (C): Classification, (PP): Post processing 

2.3 Pattern recognition methods    

The pattern recognition is firstly a problem 

of automatic learning of the model, can be carried out 

by means of various algorithms of automatic learning 

such as: Statistical analysis, Hidden markov models, 

the decision tree, neural networks, support vector 

machines, Bayesian networks, etc. There are two 

families of methods of machine learning: 

Unsupervised Learning and Supervised learning [12]. 

Unsupervised learning        

In unsupervised learning context, the task consists to 

discover similarities between the observations in a 

collection of samples, in the aim of grouping them 

into subsets, called classes [6, 13]. These algorithms 

allow making it possible to bring together the most 

similar samples and remove those which have the least 

common characteristics. Hierarchical classification 

and            K-Means (Search for nearest neighbors) are 

potential examples. 

Supervised learning        

In this context, the observations are accompanied by 

additional information relating to whether or not to the 

concept. 

The object of a supervised learning algorithm is to 

correctly classify the new samples in the classes 

defined in the learning phase. Supervised learning is 

generally carried out in two phases: 

Learning phase: this phase is devoted to learning the 

basics rules of a so-called learning sample, defined at 

the start and whose classification is known. 

Test phase: In this second phase, a second 

independent sample, called validation or test, is 

formed in order to study the reliability of the rules to 

compare them, apply them and assess the complexity 

of the model by verifying the sub cases learning or 

over-learning.  

Thus, neural networks in general and in particular 

convolutional neural networks, which we address in 

the next point, are among the most used supervised 

learning algorithms today. 

3. Convolutional Neural Networks (CNN) 

3.1 Presentation  

CNNs were specifically designed for 

images classification to address the problems of 

scaling up MLPs when they were to be used for 

classification purposes for a large data set, particularly 

images. Their basic architecture, where the entry of 

each neuron into a layer is connected to all the neural 

outputs of the previous layer, makes it impossible to 

learn parameters. CNNs are made up of two very 

distinct parts. The first, so called convolutional strictly 

speaking, functions as an extractor of image 

characteristics [11].  An image is passed through a 

succession of filters, or convolution kernels, creating 

new images called convolution maps. In the end, the 
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convolution maps are flattened and concatenated into 

a vector of characteristics, called the CNN code. 

 

Fig 2: Convolutional neural network [5] 

This CNN code at the end of the convolutional part is 

then connected to the input of a second part, 

consisting of layers of fully connected neurons. The 

role of this part is to combine the characteristics of the 

CNN code to classify the image. The output is a final 

layer with one neuron by category. CNNs are 

therefore based on MLP, and inspired by the behavior 

of the visual cortex of vertebrates. However, although 

effective for image processing, traditional MLP has 

great difficulty in handling large images, given the 

exponential growth in the number of connections with 

image size. From the point of view of pattern 

recognition, CNN induces local properties of 

translation invariance [15]. These properties are 

essential for recognition more generally images which 

can be seen from different angles. In most deep CNN 

architectures, the parameters are learned by the 

stochastic gradient descent algorithm (SGD) [4]. 

3.2 CNN Architecture  

Architecture is formed by a stack of independent 

treatment layers: 

The convolution layer (CONV) which 

processes the data of a receiving field.       

The pooling layer (POOL) which makes it 

possible to compress information by reducing the size 

of the intermediate image and therefore reduces the 

quantity of parameters and calculation in the 

network.     

 The correction layer (ReLU): Allows to 

improve the processing efficiency by inserting 

between the processing layers a layer which will 

operate a mathematical function on the output signals. 

The ReLU function (𝐹(𝑥) = 𝑚𝑎𝑥(0, 𝑥))therefore 

forces the neurons to return positive values.  

 The fully connected layer (FC), which is 

a perception type layer.       

 The loss layer (LOSS): it specifies how the 

training of the network penalizes the difference 

between the expected and actual signal. It is normally 

the last layer in the network [4]. Various loss 

functions suitable for different tasks can be used 

there. The “Softmax” function used in this search 

allows calculating the probability distribution on the 

output classes [10].        

Usually, a convolutional layer is followed by an 

activation function and then a pooling layer; this 

sequence can be repeated several times before going 

to the fully connected layer to form a convolutional 

network which is called CONVNET. Here are some 

examples of CNN architecture [14]:  

INPUT -> [CONV -> RELU -> POOL] * 2 -> FC -> 

RELU -> FC   Here, there is a single CONV layer 

before each POOL layer 

INPUT -> [CONV -> RELU -> CONV -> RELU -> 

POOL] * 3 -> [FC -> RELU] * 2 -> FC Here there 

are two CONV layers stacked before each POOL 

layer. 

3.3 CNN Learning  

To know the parameters of this network, that is to say 

the weights and the biases of each formal neuron 

which constitutes it, we used a training database 

providing input data and corresponding desired 

outputs. The calculation of these parameters is called 

the learning phase and is done using the gradient 

backpropagation algorithm introduced by [Rumelhart 

1986, Lecun 1986]. Before learning, the network 

parameters are unknown and must be initialized to 

random values [1]. 

We consider a subset of our learning base composed 

of N examples:    𝑋𝑡 , 𝑟𝑡  𝑁  

With  𝑋𝑡 =  𝑥1
𝑡 , … , 𝑥𝑛

𝑡  𝑇 , an input data 

and              𝑟𝑡 =  𝑟1
𝑡 , … , 𝑟𝑘

𝑡  𝑇the desired output 

corresponding to it.  

Thus,(𝑥𝑡 , 𝑟𝑡) is the example of the batch (subset of the 

learning base).The parameters of a formal neuron𝑗will 

be denoted respectively𝑤𝑗𝑖  and 𝑏𝑗 for its weight and 

bias. By passing the data 𝑥𝑡  in the MLP, the error 

observed on the neuron j of the output layer is written 

[16]: 

𝑒𝑗
𝑡 = ℒ 𝑟𝑗

𝑡 , 𝑦𝑗
𝑡                                       (1) 

Where𝑦𝑗
𝑡   is the value returned by the output neuron𝑗. 

ℒ is called the loss function and represents what the 

network is trying to minimize on all of the data. This 

function is different depending on the problem to be 

solved. In the case of MLP which is also applicable to 

CNN, the loss function is defined as follows: 

                ℒ 𝑟𝑗
𝑡 , 𝑦𝑗

𝑡 = 𝑟𝑗
𝑡 − 𝑦𝑗

𝑡                       (2) 

The quadratic error observed for the data𝑥𝑡  on the 

𝐾neurons of the output layer is written: 

                  𝐸𝑡 =
1

2
 (𝑒𝑗

𝑡)2𝐾
𝑗 =1                                     (3) 

And the mean square error over the entire batch is 

defined by: 
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                𝐸 =
1

𝑁
 𝐸𝑡𝑁

𝑡=1                                               (4) 

The network weights are updated by stochastic 

gradient descent (SGD) from the mean square error.  

In other words, the weight  𝑤𝑖 ,𝑗  of the neuron 𝑗 is 

updated by adding the−𝛼𝛥𝑤𝑖 ,𝑗  term to it. 

The update of the bias 𝑏𝑗  of 𝑗 neuron is done by 

adding the −𝛼𝛥𝑏𝑗  term to it. 𝛼 is called learning rate 

[3, 9] . It is used to weight the update of network 

parameters. The two terms 𝛥𝑤𝑖 ,𝑗  𝑎𝑛𝑑  𝛥𝑏𝑗

are defined as follows: 

∆𝑤𝑗 ,𝑖 =
𝜕𝐸

𝜕𝑤𝑗 ,𝑖

=
1

𝑁
 

𝜕𝐸𝑡

𝜕𝑤𝑗 ,𝑖

𝑁

𝑡=1

       𝑎𝑛𝑑 

∆𝑏𝑗 =
𝜕𝐸

𝜕𝑏𝑗

=
1

𝑁
 

𝜕𝐸𝑡

𝜕𝑏𝑗

𝑁

𝑡=1

                                       (5) 

In what follows, we detail the back propagation of the 

gradient according to the type of layer considered 

(output layer or hidden layer). 

3.3.1. Back propagation for the output layer          

Using equation (5) and thanks to the chain 

decomposition of partial derivatives, we can write:  

𝜕𝐸𝑡

𝜕𝑤𝑗 ,𝑖
=

𝜕𝐸𝑡

𝜕𝑒𝑗
𝑡

𝜕𝑒𝑗
𝑡

𝜕𝑦𝑗
𝑡

𝜕𝑦𝑗
𝑡

𝜕𝛼𝑗
𝑡

𝜕𝛼𝑗
𝑡

𝜕𝑤𝑗 ,𝑖
   𝑒𝑡  

𝜕𝐸𝑡

𝜕𝑏𝑗
=

𝜕𝐸𝑡

𝜕𝑒𝑗
𝑡

𝜕𝑒𝑗
𝑡

𝜕𝑦𝑗
𝑡

𝜕𝑦𝑗
𝑡

𝜕𝛼𝑗
𝑡

𝜕𝛼𝑗
𝑡

𝜕𝑏𝑗
      (6) 

These partial derivatives can individually be expressed 

as follows: 

              
𝜕𝐸

𝜕𝑒𝑗
𝑡 =

𝜕

𝜕𝑒𝑗
𝑡

1

2
 (𝑒𝑗

𝑡)2

𝐾

𝑗 =1

= 𝑒𝑗
𝑡                             (7) 

𝜕𝑒𝑗
𝑡

𝜕𝑦𝑗
𝑡  =  

𝜕

𝜕𝑦𝑗
𝑡  𝑟𝑗

𝑡 − 𝑦𝑗
𝑡  = −1                                      (8) 

𝜕𝑦𝑗
𝑡

𝜕𝛼𝑗
𝑡 =

𝜕

𝜕𝛼𝑗
𝑡

1

1 + 𝑒−𝛼𝑗
𝑡 =

𝑒−𝛼𝑗
𝑡

(1 + 𝑒−𝛼𝑗
𝑡

)2
    

= 𝑦𝑗
𝑡  (1 − 𝑦𝑗

𝑡)                                (9) 

           
𝜕𝛼𝑗

𝑡

𝜕𝑤𝑗 ,𝑖

=
𝜕

𝜕𝑤𝑗 ,𝑖

 𝑤𝑗 ,𝑖𝑦𝑖
𝑡

𝑅

𝑖=1

+ 𝑏𝑗 = 𝑦𝑖
𝑡                  (10) 

                
𝜕𝛼𝑗

𝑡

𝜕𝑏𝑗

=
𝜕

𝜕𝑏𝑗

 𝑤𝑗 ,𝑖𝑦𝑖
𝑡 + 𝑏𝑗

𝑅

𝑖=1

= 1                   (11) 

Which allows to obtain: 

−𝛼∆𝑤𝑗 ,𝑖 =
𝛼

𝑁
 𝛿𝑗

𝑡𝑦𝑖
𝑡

𝑁

𝑡=1

𝑎𝑛𝑑 

−𝛼∆𝑏𝑗 =
𝛼

𝑁
 𝛿𝑗

𝑡

𝑁

𝑡=1

                                                       (12)  

Let’s say: 

              𝛿𝑗
𝑡 = 𝑒𝑗

𝑡𝑦𝑗
𝑡 1 − 𝑦𝑗

𝑡                                          (13) 

3.3.2. Back propagation for hidden layers     

In the case of the hidden layer preceding the output 

layer, the error 𝑒𝑗
𝑡of the hidden neuron 𝑗 is 

unknown. For this type of layer, the partial derivative 

of the quadratic error of equation (5) is written as 

follows: 

  
𝜕𝐸𝑡

𝜕𝑤𝑗 ,𝑖

=
𝜕𝐸𝑡

𝜕𝑦𝑗
𝑡

𝜕𝑦𝑗
𝑡

𝜕𝛼𝑗
𝑡

𝜕𝛼𝑗
𝑡

𝜕𝑤𝑗 ,𝑖

 𝑎𝑛𝑑  

       
𝜕𝐸𝑡

𝜕𝑏𝑗

     =
𝜕𝐸𝑡

𝜕𝑦𝑗
𝑡

𝜕𝑦𝑗
𝑡

𝜕𝛼𝑗
𝑡

𝜕𝛼𝑗
𝑡

𝜕𝑏𝑗

                                         (14) 

The partial derivative  
𝜕𝐸𝑡

𝜕𝑦𝑗
𝑡   can be expressed as:  

𝜕𝐸𝑡

𝜕𝑦𝑗
𝑡 =

𝜕

𝜕𝑦𝑗
𝑡

1

2
 (𝑒𝑘

𝑡 )2 =  𝑒𝑘
𝑡

𝑘

𝜕𝑒𝑘
𝑡

𝜕𝑦𝑗
𝑡

𝑘

=  𝑒𝑘
𝑡
𝜕𝑒𝑘

𝑡𝜕𝛼𝑘
𝑡

𝜕𝛼𝑘
𝑡𝜕𝑦𝑗

𝑡

𝑘

 

=  𝑒
𝜕 𝑟𝑘

𝑡 − 𝑦𝑘
𝑡  

𝜕𝛼𝑘
𝑡

𝑘

𝜕( 𝑤𝑘,𝑙𝑦𝑙
𝑡 + 𝑏𝑘)𝑙

𝜕𝑦𝑗
𝑡          

      =  𝑒𝑘
𝑡 −𝑦𝑘

𝑡  1 − 𝑦𝑘
𝑡   𝑤𝑘,𝑗𝑘              (15) 

So we get: 

−𝛼∆𝑤𝑗 ,𝑖 =
𝛼

𝑁
 𝛿𝑗

𝑡𝑦𝑖
𝑡

𝑁

𝑡=1

𝑎𝑛𝑑 

                       −𝛼∆𝑏 =
𝛼

𝑁
 𝛿𝑗

𝑡

𝑁

𝑡=1

                                  (16) 

With: 

            𝛿𝑗
𝑡 = 𝑦𝑗

𝑡 1 − 𝑦𝑗
𝑡  𝛿𝑘𝑤𝑘𝑗

𝑘

                            (17) 

The term 𝛿𝑘  is the gradient defined in (13). Equation 

(17) generalizes to all hidden layers. The 

gradient  𝛿𝑗
𝑡of a neuron𝑗 in a hidden layer uses the 

gradient of the layer that follows it. 
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3.3.3. Generalized delta rule     

 The network parameters are updated using the 

generalized delta rule. So, we did it by stochastic 

gradient descent (SGD) with momentum. 

For iteration  𝜏 , allowing to pass in the network 

a batch of data, the update is done as follows: 

For the weights :  

𝑤𝑗 ,𝑖 𝜏 = 𝑤𝑗 ,𝑖 𝜏 − 1 − 𝛼∆𝑤𝑗 ,𝑖 𝜏 

+ 𝛽∆𝑤𝑗 ,𝑖 𝜏 − 1                            (18) 

For bias: 

𝑏𝑗  𝜏 = 𝑏𝑗  𝜏 − 1 − 𝛼∆𝑏𝑗 + 𝛽∆𝑏𝑗  𝜏 − 1               (19) 

With  𝛽 called momentum (value between 0 and 1) 

allowing to give inertia to the gradient descent by 

taking into account the corrections applied to the 

previous iteration  𝜏 −  1. 

Thus, there are other rules than SGD 

with momentum for the optimization of neural 

networks: ADADELTA [Zeiler 2012], ADAGRAD 

[Duchi 2011], ADAM [Kingma 2015], RMSProp 

[Tieleman 2012]. These optimization rules make it 

possible to adapt the learning rate to the parameters in 

order to better converge while being faster [9].  

3.4. Complexity control  

3.4.1. Regularization          

 In elementary networks, a simple option to avoid 

over-learning consists in introducing a term of 

penalization or regularization, as in regression ridge, 

in the criterion to be optimized.  Higher the Parameter 

values is important, less the weights of the inputs of 

the neurons can take chaotic values  contributing to 

limit the risks of over-learning [16]. 

3.4.2. Choice of parameters          

The user must therefore determine:  

The input variables and the output variable; make 

them undergo, as for all statistical methods, possible 

transformations, normalizations.     

Network architecture: the number of hidden layers 

which corresponds to an ability to deal with non-

linearity problems, the number of neurons per hidden 

layer. These two choices directly condition the 

number of parameters (of weight) to be estimated and 

therefore the complexity of the model. They 

participate in the search for a good compromise / bias 

/ variance, that is to say the balance between quality of 

learning and quality of forecasting.     

Three other parameters are also involved in this 

compromise: the maximum number of iterations, the 

maximum tolerated error and a possible term of 

regularization (dropout).     

The learning rate and a possible evolution strategy 

for it.     

The size of the sets or batches of observations 

considered at each iteration.     

In practice, all these parameters cannot be adjusted 

simultaneously by the user [8]. This one is confronted 

with choices mainly concerning the control of over-

learning: limiting the number of neurons or the 

learning time or even increasing the penalization 

coefficient of the norm of the parameters. 

This requires determining a method of estimating the 

error: sample validation or test, cross validation or 

bootstrap. A simple and undoubtedly effective 

strategy consists in introducing a rather large number 

of neurons then in optimizing the only regularization 

parameter (decay) by cross validation. CNNs use 

more parameters than a standard MLP. Even if the 

usual rules for learning rates and regularization 

constants still apply, the notions of number of filters, 

their form and the form of max pooling must be taken 

into consideration. 

4. Application 

4.1. Selected  CNN architecture 

 The CNN architecture that we present is 

constituted with six convolution layers, three layers 

of Max pooling and three layers fully connected. The 

input image has size 32 * 32 * 3; the image passes 

firstly to the first convolution layer. This layer is 

composed by 32 filters of3 * 3 size, the activation 

function ReLU is used, it forces the neurons to return 

positive values, after this convolution, 32 feature maps 

of 32 * 32 * 3size  will be created. Then, the 32 

feature maps obtained are given as input to the second 

convolution layer which is also composed of 32 

filters. The ReLU is applied to the convolution 

layers. Maxpooling is applied afterwards to reduce the 

image size and parameters. At the exit of this layer, 

we will have 32 features size of 16 * 16 maps.   We 

repeat the same thing with convolution layers three 

and four which are composed of 64 filters, the 

activation function ReLU is always applied on each 

convolution. A layer of Maxpooling is applied after 

the four convolution layer. At the end of this layer, we 

will have 64 feature maps of8 * 8 size. The vector 

dimension of characteristics, resulting from 

convolutions is 4096. 

After this convolutional part, we use a neural network 

composed of three fully connected layers. The first 

two layers each have 1500 neurons where the 

activation function used is the ReLU, and the third 

layer is a softmax which makes it possible to calculate 

the probability distribution of the 10 classes (number 

of classes in the CIFAR10 image base). 
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4.2. Experimental results  

In order to evaluate the performance of our model, we 

present the curves showing the evolution of the error 

and the precision of the model on the batches used as 

well as the confusion matrix. 

We point in the table, summaries results obtained with 

the MLP to compare to those of CNN. 

4.2.1. Learning outputs   

 

Fig 3 Curves of the model error 

 

Fig 4  Precision curves of the model 

The graph (Fig 3) shows the error evolution on the 

training data and those of validation, while the 

evolution of the accuracy of the model on the training 

data and those of validation (Fig 4). 

It appears that the error on both sides gradually 

decreases with the number of epochs. It ranges from 

1.8 to 0.91% for the learning sample and from 1.6 to 

0.69 for the validation sample. 

The accuracy of the model in turn, to both 

sides, increases   with the number of epochs; this 

reflects that at each epoch, the model learns more 

information. It ranges from 39.90% to 73.13% for 

learning data and from 47.258% to 76.95% for 

validation data. 

By applying this model to our test sample, we 

obtained an accuracy of 75.55% of well classified 

images and 24.45% of images were misclassified as 

you can see through the confusion matrix below.  

 

 
Fig. 5 Confusion matrix of the model 

The table below gives the results of the first approach, 

allowing to compare performances of MLP to those of 

CNN. 

Table 1: Summary of results. 

 

Methods 

 

Error  

 

Precision 

MLP 2.88 % 37 % 

MLP + Dropout 1.79 % 48 % 

MLP +Dropout +Batch 1.07 % 51 % 

CNN   1.03 % 64 % 

CNN + Dropout  0.69 % 75.55 % 

With the first MLP network with ReLU activation 

function and with a less dense architecture, we 

obtained an error rate of 2.88% on the test set and an 

accuracy of 37%. The Dropout method and the 

upward revision of the number of units (1024) have 

tried to improve the result and decrease the rate of 

over-learning (over fitting) and reduced to 48% 

accuracy and 1.79% the classification error on the test 

set. 

The Batch with the Dropout method for the third 

MLP, made possible to decrease slightly the error to 

1.0 7% and increasing slightly the precision (51%).  

Note that for the last two MLP networks with 

Dropout, we applied a probability of retention of the 

units (p = 0.5)   on each of the layers 
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When we switched to a convolutional neural network, 

we saw the best results appear. As we can see in 

Table 1, the architecture for the convolutional neural 

network used on the CIFAR 10 is composed of 4 

convolution series, 2 Max pooling followed by three 

fully connected layers. 

With the first CNN network with ReLU activation 

function and a dense architecture, we obtained an error 

rate of 1.03% on the test set and an accuracy of 64%. 

The Dropout method as well as the batch gave better 

results due to the decrease in the rate of over fitting for 

the second CNN.  

The classification error was thus reduced to 0.69% and 

the accuracy to 75.55% on the test set. For all neural 

networks, a variant of the “Mini-Batch” stochastic 

gradient algorithm, the Adam adaptive moment 

estimation method was used and obtained better 

results. 

4.3. Application of cross validation technique 

To try to evaluate each of our models, we used the 

Cross validation technique which is in fact a method 

of estimating the reliability of the model based on a 

sampling technique. 

The model will be evaluated using 5 fold cross 

validation. The value  𝑘 =  5 was chosen to provide a 

baseline both for repeated evaluation and not to be 

large enough to require a long run time.  

Each sample test data will represent 20% of the 

training data set, either 10,000 examples, which is the 

size of the actual test data set chosen for this 

problem.   

The training data are intermixed before being divided, 

and the sample mixture is performed each time, so any 

model that we will evaluate, will have  the same sets 

of training data and testing in each fold, providing a 

comparison of apples to apples between models. 

Thus, we trained our   model with 25 as the number of 

epochs and 32 examples as default batch size.  

The data tests for each fold have been used to evaluate 

the model at each epochs training; this allowed us 

later to create learning curves to estimate the 

performance of the model.  

Below, the different accuracy obtained. Each 

corresponding to a fold, as well as the curves 

illustrating the error variation for the learning and 

validation data (Fig 6), the precision variation for the 

same data (Fig 7). The hand-held mosquito box giving 

the median value of the precision of our model is 

evaluated at 95.5 %. 

 

>72.270: Accuracy of the first fold  

> 87.400: Accuracy of the second fold 

> 95.520: Accuracy of the third fold 

> 97.800: Accuracy of the fourth fold 

> 98.180: Accuracy of the fifth fold 

 

Fig 6 Error curves with cross validation 

 

Fig 7  Precision curves with cross validation 

 

Fig. 8 The mustache box giving the median value of the model 

accuracy 

Table 2 summarizes the results of this second 

approach, allowing to compare the performance of the 

used classifiers. 

Table 2: Summary of results. 

Methods Error (%) Accuracy (%) 

MLP 0.97 58.8 

CNN   0.32 95.5 
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The accent being placed on convolutional networks, 

we have found in general that an important and 

deep convolutional neuron network gives 

better results.  

The performance of our network degrades if a 

convolutional layer is removed. For example, 

the elimination of one of two intermediate layers 

trains a loss approximately 5% for the performance of 

the network. Therefore, depth is essential to achieve 

good results. The results obtained improved as we 

deepened our network and increased the number of 

epochs.  

The learning base is also a determining element in 

convolutional neural networks, so you must have a 

large learning base to achieve better results. 

5. Conclusion 

Our work was to develop a basic convolutional neural 

network solution for the automatic recognition 

of patterns. We have discussed the basics of pattern 

recognition and neural networks in general 

and those convolutional in particular. With regard to 

pattern recognition, an emphasis was placed on its 

process as well as a quick reminder of scientific 

methods of pattern recognition. Although all of its 

steps are necessary, only two are more than essential 

for the task of pattern recognition: Feature extraction 

and classification. We introduced the convolutional 

neural networks by presenting different types of layers 

used for classification: the convolution layer, 

rectification layer, the pooling layer and the fully 

connected layer. In terms of implementation, we 

designed a model and different architectures and we 

showed the different results obtained in terms of 

accuracy and error.  

The comparison of founded results, whether with the 

CNN or MLP architectures that we had wanted to 

associate with this research, showed that the number 

of epochs, the size of the learning base and the depth 

of networks, are important factors that contribute to 

get the performance. 

In addition, network parameters are difficult to define 

in advance. It is for this reason that we have defined 

different architectures in order to obtain better results 

in terms of accuracy and error. 

We encountered some problems in the implementation 

phase, the use of a CPU made the execution time too 

expensive. In order to solve this problem we must use 

deeper convolutional neural networks deployed on a 

GPU instead of a CPU on larger bases [17]. 

The contribution of this research is at the same time, 

on the study, the design and the implementation of 

a specific type of neural networks with very 

interesting properties: the convolutional neural 

networks. These networks are specifically designed to 

process very large images so easily and able to take 

into account their variability. 
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