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Abstract 

In this paper, an adaptive iterative learning control 

(AILC) algorithm has implemented by using the least 

squares approximation. A new method for calculating the 

learning gain of ILC algorithm has implemented. The ILC 

algorithm has been applied for a SISO linear time-invariant 

(LTI) dynamic system with unknown parameters, and a 

parameter identification algorithm is designed to optimize 

the accurate values of the unknown parameters and 

minimize the tracking error. A simulation study is used for 

testing the implemented method. Simulations show that 

AILC algorithm is suitable for linear systems that have 

unknown parameters, but the bounds of these parameters 

are limited. The controller is robust when the parameters 

have known bounds. 

Keywords: Iterative Learning Control, Parameter Identification, 

Unknown parameters, Repetitive system, Learning gain, 

Adaptive control system. 

1. Introduction

“Repetition is the mother of all learning”, with this 

quotation, it can be deduced how a person gained his 

knowledge and experience, this concept has applied on the 

machines later to improve their performance with iteration 

progress. Iterative Learning Control (ILC) is classified as 

an intelligent control approach suitable for controlling 

systems that work in repetitive motion.  

Even the iterative learning control idea started before the 

1970 but the first publication was in 1974, and the first 

paper was in Japanese language (Formation of High-Speed 

Motion Pattern of Mechanical Arm by Trial) by Masaru 

Uchiyama in 1978 [1]. In the eighties, Arimoto et al. 

igorously formulated the Iterative Learning Control 

problem [2]. Since 1992, the study and researchers in ILC 

have progressed quickly. On one hand, important work has 

been shown and stated in the main area of developing and 

analyzing new algorithms of ILC. Researchers also have 

recognized that making integration between ILC and other 

control theories might give better controllers that show the 

desired performance, which is impossible to be shown by 

any individual approach [3]. 

Since the birth of the idea of ILC in early 1980’s, the 

history of ILC can be separated into two periods. The first 

period was between the early 1980s’ and early 1990’s 

which represents the linearly increasing period of ILC, 

whether in terms of publications and reports in theory or in 

applications. The second period was from early 1990’s so 

far, nevertheless, the activities of research in ILC undergo 

a nonlinear (exponential) increase [4]. 

The ILC is one of the hopeful algorithms for the control 

systems that working according to self-learning concept. It 

is an algorithm capable to track the required trajectory 

within a certain period of time [5]. The intelligent control 

has many branches, one of them is the iterative learning 

control (ILC), which can be defined as an effective control 

tool for improving the response of the repetitive motion 

performance of uncertain dynamic systems [6].  

The main idea of ILC is taking the information of the past 

iteration and performing the current iteration by depending 

on this information, ILC will apply a simple algorithm 

repetitively to an unknown plant until reach to the perfect 

tracking [8], this is how ILC is learning from past 

experiences. To be specific, in the ILC, the desired 

trajectory could be tracked by the output of the dynamic 

system asymptotically along the iteration index because the 

control signal is updated iteratively using information 

generated from previous iterations [7].   

The error is reduced from trail to trail by increasing the 

input signal until approach zero error in the output and the 

desired graph. It is similar to the human example, 

expressed before, as much repeat the activity as much gets 

more experience and rise up his physical performance. 

Impression and similarity are the qualities that enable a 

human to get his knowledge. In machines, the matter is not 

far away from this idea, where the initial setup, uniform 

sampling, fixed time point, repetitive desired trajectory and 

another setup could be taken similar to what mentioned in 

the case of humane qualities [6].  

The fixed learning laws that the traditional ILC algorithm 

depend on are static and does not update themselves from 

the current iteration data, the only way to solve this 

problem is adjusting the learning law after each 
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iteration [8], that issue make it has no big flexibility to deal 

with the dynamic systems that have unknown parameters 

[5], where the traditional ILC algorithm can reduce the 

error rate and get the convergence by depending on the 

information, from the previous iterations, but this 

algorithm has no ability to deal with big differences that 

may happen in the real parameters of the actual dynamic 

system. 

That means, the traditional ILC algorithm to compute the 

error rate by depending on the real parameters of the 

dynamic system, the result of this computation will still 

accurate as long as the parameters of the real system are 

known and have no change, but in case of an existing one 

or more of unknown parameters the ILC algorithm will 

give wrong results which may lead to instability, because 

of that the ideas of finding adaptive iterative learning 

control (AILC) algorithms have appeared by merging the 

ILC algorithms with estimation or statistical theories.  

Messer et al. (1990) used a new adaptive learning law, his 

algorithm depended on integral transforms [9]. French and 

Rogers (1998) decreased parameters by considering a 

system included adaptively estimated parameters in a finite 

time horizon [10]. Owens et al. (1998) implemented 

convergence/stability norms by using the current trail 

feedback for common adaptive learning control system and 

applied this algorithm for linear MIMO state space system 

by using high gain [11]. French et al. (1999) used of signal 

(BC) in the adaptation of the learning gain to provide a 

scheme of learning control [12]. Phan and Frueh (1999) 

used a reference model in a new ILC algorithm to be the 

leader of the learning process by enabling the controller to 

choose good knowledge from previous experience to 

achieve the desired properties [13]. Choi and Lee 

(2000) used a different advantage in the time domain, they 

have been able to estimate the uncertain parameters of 

AILC scheme by reducing the errors after recognizing the 

troubles with iteration progress [14]. Lee et al. (2002) 

applied the original adaptive control ideas after produced 

an algorithm by using the linear time-invariant system with 

no disturbances and by developing the learning laws with 

repetitive disturbances [15]. Chen and Jion (2002) 

obtained the convergence of the SISO nonlinear system by 

using a Nussbaum-type function to manipulate a fully 

unknown feedback high-frequency gain of the adaptive 

iterative learning control algorithm [16]. Owens and Feng 

(2003) they estimated the new parameters by using the 

quadratic performance index in a new ILC method [17]. 

Chiang et al. (2004) obtained a new output tracking error 

model to generate an output-based AILC algorithm by 

using filtered signals, these signals are the input and the 

output signals of the plan, and this method is applicable on 

the repetitively moving linear dynamic system with 

unknown parameters [18]. Ashraf et al. (2008) applied a 

merged algorithm on a practical simulation to show the 

robustness of it, the steepest descent approach has used 

this algorithm to find the values of the optimal gain matrix 

[5]. Stearns et al. (2009) used an identification technique 

to produce an iteration varying learning filter, they reduce 

the 2-norm error speedily by changing the learning filter 

within iteration [8]. Oh et al. (2015) introduced an AILC 

algorithm which can be applied to the discrete linear time-

invariant LTI, and also it can be applied on the stochastic 

system with batch-varying reference trajectories BVRT 

[19]. 

In this paper, we made a combination of Arimoto’s ILC 

law [2] and error output method of least square 

approximation [20] to implement an adaptive iterative 

learning control (AILC).  

2. Problem Formulation 

The learning algorithm that will be used in this paper is 

workable with the linear dynamic system in the discrete-

time form. Consider the main continuous-time linear 

dynamic system model as equation (1): 

 (1) 

The discretized form of the model in the equation (1) is: 

 (2) 

Where  is the system initial state which it is 

unknown values,  and  are integers,  denotes 

iteration index,  is the time instance,  

and  are the expected iteration 

length. ,  and  refers to 

the state, input, and output, respectively. , , and C are 

matrices in discrete-time form with appropriate 

dimensions, where the matrix C  is invertible to guarantee 

the existence of the learning gain in the ILC, and the 

matrices  and  have unknown parameters.  is the given 

desired output trajectory.  

The matrices  and  of the equation (2) are functions of 

the continuous-time system matrices A and B , and are 

implemented as: 

 (3) 

 (4) 

Where, is the state transition matrix,  represents the 

number of the terms of the Taylor series , the 

larger number of  causes the most accurate [21]. 
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Adaptive iterative learning control AILC algorithm will 

adapt the unknown parameters and determine the control 

input of the system (2), so as the iteration number 

increasing, the error between  and  getting 

smaller so it can be expressed as: 

, for  (5) 

It is useful in the analysis to replace the linear dynamic 

system in (2) by a matrix model relating a vector of inputs 

to a vector of outputs for each trail, so that, the plant (2) 

could be written equivalently as: 

 (6) 

Where  is the input vector,  is the output vector, and  

is the lifted plant model consists of the Markova 

parameters of the plant (2)  

 (7) 

The matrix G is defined as: 

 (8) 

The tracking error at iteration  is defined as: 

 (9) 

Where  is the reference signal. 

The ILC algorithm is going to be used in this paper will be 

Arimoto’s base algorithm as: 

 (10) 

By substituting the equation (6) in (9) then plugging the 

result in it leads to the input update equation in (10): 

  (11) 

Where Г is a learning gain matrix responsible for ensuring 

the convergence of the iteration. In the below for designing 

of learning matrix, we will review some definition and 

theorems. 

Definition 1 (Contraction mapping) [25]:  

Suppose the vector pace  with metric , be a complete 

metric space. The mapping  is a contraction 

mapping if , . Here the x 

and y are vectors in the  Consequently, in a contraction 

mapping, the distance between the mapped of two vectors 

is lower than the distance between vectors.  

Definition (Fixed point) [25]: 

The vector  is called the fixed point of the mapping 

 in the vector space ,  if  . In other 

words, if the transformation of the vector  is  then the 

fixed point of that transformation is the vector . 

Theorem (Banach fixed point theorem) [25]:  

Let  be a contraction mapping from a vector 

space  to , then the transformation  has a unique fixed 

point. 

Consequently, the sequence  will converge to 

the fixed point when  [25]. The proof of this 

theorem is presented in the reference [25].  

Normed Space: 

Let  be a vector space which possesses a norm denoted 

by , then the vector space is called normed space.  

Theorem: 

Suppose  is a linear mapping from the normed 

vector space  to itself with Euclidean norm . The 

mapping  is considered as . 

Here  are vectors in . The metric  is 

defined as:  . Here  are vectors 

in the normed space   If the maximum eigenvalue of the 

matrix  is lower than the one, the sequence equation 

(11) will coverage to a unique fixed  point. 

Proof: 

Suppose the  and  are vectors in the normed space  

 and  are mapped vectors. Then the distance 

between mapped vectors is: 

 

 
                               

(12
) 

When the norm  is lower than the one, then 

the mapping will be a contraction mapping, so due to 

Banach fixed point theorem will has a unique fixed point. 

If the norm of the vector is the Euclidean norm, then the 

norm of the matrix is the largest singular value of that 

matrix here will be presented by   [25]. Consequently, 

the sequence of (11) will converge when the maximum 

singular value of the matrix  is lower than the one. 

The matrix  is a square matrix, it yields:  

 (123) 

Where the  and  are eigenvalues, eigenvectors and 

transpose of eigenvector inverse matrix of M respectively. 

Consequently, when the eigenvector matrix  is a unit 

matrix and eigenvalues are lower than the one, then the 

maximum singular value of M always will remain lower 

than the one. Then the sequence (11) will converge, 

because after each iteration the distance between the  

and real fixed point will be reduced.  
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In summary, the convergence will be assured when the 

maximum absolute eigenvalue of the learning gain matrix  

be less than one. 

 ,  (14) 

The eigenvalue’s definition will be used to implement the 

learning gain matrix Γ with respect to eigenvalue.  

 (135) 

as the eigenvector matrix is unit matrix, then the equation 

Error! Reference source not found.5) in matrix form will 

be written as 

 
(146

) 
The equation (16) is applicable only if the lower triangular 

matrix is G an invertible matrix. The matrix G looks like a 

lower triangular matrix, but it is not. We will use the box 

lower triangular matrix. Appendix A represents how by a 

recursive algorithm we will find the inverse of that matrix 

because finding the inverse of large matrices is a problem.   

 

3. Output Error identification Method 

Error output method is a method is a recursive solution for 

least square approximation method. That is applicable for 

linear and nonlinear systems, even it is a stochastic or 

deterministic system. The method has the potential for use 

as a heart of an identification algorithm. Researchers have 

used in several fields like signal processing, control, and 

trajectory tracking [22]. In this paper, Error Output 

Method has used to find the output error value, and 

Newton-Raphson method has used to minimize that error 

[23]. The method is dealing with the evaluating measured 

output and estimated output and propagating observed 

error through the Newton-Raphson method for tuning the 

unknown parameters and reducing the output error.  

For the dynamic system (2), the error output estimation 

approach minimizes the next cost function: 

 
(157

) 
Where  is the response of the mathematical system 

model at iteration k, whit the estimated unknown 

parameters up to iteration k-1, and  is the measured 

response of the system. To minimize the equation (1517) 

we will the Newton-Raphson algorithm as: 

 (16) 

Where  , , and  the new update of 

the estimated parameters, the Jacobian matrix and the 

Hessian matrices of the cost function respectively. The first 

and second derivatives of the cost function with respect to 

the unknown parameter are: 

 (17) 

and 

 (20) 

Where  and  is the sensitivity of output 

explained in the equation (18) 

 (18) 

Where is the partial derivative of the system 

output function  in the system (2), and is 

the sensitivity of the state explained in (19) 

 (19) 

Where is the partial derivative of the dynamic 

system output function  in the 

system (2). 

4. Adaptive Iterative Learning Control 

Algorithm 

In this part, we will talk about the AILC which it will be a 

combination of ILC algorithm (11) and error output 

method (15) as described in Figure 1.  

 

Figure 1: AILC algorithm 

 

In this algorithm, ILC will calculate the first trail of the 

input  according to the initial main values of 

parameters  which have different is of parameters from 

of the measured values in the plant , that will lead to an 

error in the output , the job of the identificator is to find 

an optimized parameters’ values  and send it to ILC as a 

new values instead of the old ones so that will reduce the 

gap between  and  then the errors will be reduced and 

the output  will be enhanced.  
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5. Simulation Results 

In this part, an example is given to demonstrate the 

effectiveness of the (AILC) algorithm. By considering the 

variable k as the iteration number the obtained discrete 

state equations are as follows: 

 (20) 

 The dynamic system shown in Figure 2 will be used in this 

simulation which is a (spring-mass-damper) system 

 

Figure 2: Spring-mass-damper dynamic system 

The differential equation of the above system is  

 (21) 

The state space model of this system in continuous-time 

form is 

 

 
(22) 

The discrete form  matrices of the dynamic system after 

applying the equations (3) and (4) respectively, for  

will be  

 

, 

, 

 

The initial value of the dynamic system  and  

where x is the distance and v is the velocity of the mass m, 

lets , the unknown parameters are the 

dimension-less damping ratio  and the natural frequency 

of the system  which will be considered in the vector 

form , let the actual values of the 

parameters , the initial measured 

parameters , where , and the initial 

input , the coefficient matrices are as below: 

 

, 

, 

, 

 

The desired output trajectory R shown in equation (23) will 

be applied to the dynamic system  

 (23) 

Where  and ,  is the time , 

and . The graph of the desired input is shown 

below in Figure 3.  

 

Figure 3: The desired output trajectory  

The controller hasn’t any previous experience, and the 

simulation is done according to the following cases.  

Case 1: shows the response difference between ILC and 

(AILC) to the dynamic system when it has the 

parameters , the 

eigenvalue , and the iteration number  

shown in Figure 4. 

 

Figure 4: ILC vs AILC at , k=5  
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Case 2: Shows the simulation of AILC to the dynamic 

system when the initial 

parameters at different 

eigenvalues for the equation (14) , 0.95, 0.90 and 

at initial state values  and iteration number 

k=5. 

The input signals  for this case at iterations  are 

shown in Figure 5  

 

Figure 5: Input signals at , and k=5 

The response of AILC algorithm at the same conditions as 

shown in Figure 6 

 

Figure 6: AILC response at , and k=5 

The output error  of the same condition at the iteration 

number  is shown in Figure 7  

 

Figure 7: Output error at , and k=5 

The estimated parameters  are shown in Figure 8 

 

Figure 8: Estimated parameters at , k=5 

6. Conclusions 

An adaptive method of the ILC algorithm by using the 

error output method is proposed. A new ILC learning 

gain  implementation by using eigenvalue law is 

presented, it is shown this method implementation the 

eigenvalue of the learning gain matrix , and how it is 

affecting the speed of the tracking convergence. This 

method gives a wide rate of adjustability and predictability 

of convergence rate. The application and the simulation 

results of AILC algorithm on a linear time-invariant SISO 

dynamic system are presented in different conditions.  
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Appendix A 

Suppose a linear algebraic equation is given as: 

 
Here,  and , if the  are known then the vectors 

 will be calculated as: 

 
The inverse of the matrix G in the equation (8) will 

calculated sequentially. 
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