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Abstract 
Today, text categorization is usually used in various areas, such 
as: information retrieval, data mining and text mining. The 
present study aims to test the K-Nearest Neighbors (KNN), Naïve 
Bayes (NB), and Support Vector Machine (SVM) algorithms on 
a relatively large dataset of Arabic documents. The latter dataset 
includes 1,000 arabic documents that are distributed across 10 
classes. The latter test is based on recall and precision measures. 
It was found that Supporting Vector Machine algorithms 
classifier outperforms the other ones. 
Keywords: Arabic text categorization, Naïve Bayes Naïve, K-
Nearest Neighbors, and Support Vector Machine, text mining. 

1. Introduction

The classification considered an important part of Machine 
Learning, data mining, and text mining. In classification, a 
machine or human attempts to identify to which class from 
a set of classes a new instance belongs [8]. Machines are 
configured to classify different instances by referring to 
instances whose classes are known. Therefore, 
classification algorithms adopt supervised learning, 
whereas clustering algorithms adopt unsupervised 
procedures. Usually, classification algorithms use different 
features to determine the class of each instance under 
consideration. In the present study, each instance 
represents a text document [2]. Therefore, the 
classification of documents requires a higher dimensional 
feature space with scarce data as dimensionality increases, 
the space of the scarce data increases. The increase in 
dimensionality and scarcity makes the classification 
problem harder to solve.  

The present study aimed to: 

1. Exploring the effectiveness of three popular
classification algorithms for classifying Arabic
text documents. The classifiers that the present
study aims to examine are: K-Nearest Neighbors
(KNN), Naïve Bayes (NB), and Support Vector
Machine (SVM).

2. Exploring the effectiveness of three classification
algorithms for classifying Arabic text documents.
The classifiers that the present study aimed to
examine are: K-Nearest Neighbors (KNN),
Support Vector Machine (SVM) and Naïve Bayes
(NB)

3. Exploring the effects of reducing the advantage of
these classification algorithms.

Data mining and text mining are considered very 
significant. That is because they are capable to handle the 
rapid growth of data which is collected and stored within 
large databases. Humans are not capable to organize, 
comprehend and classify these databases without using 
tools. One of the most important role in turning the data 
stored within those databases into useful information is 
data mining. Decision makers can utilize such information 
[1]. Also, one of the significant data mining applications is 
text classification.   

. 

2. The Relevant Literature

 The present section presents some studies that are related 
to the problem of the present study. In other words, the 
present study presents the studies that deal with the 
effectiveness of classifiers in classifying texts. 
[3] Aimed to explore the effectiveness of six classification
methods (i.e. cosine, inner product, Jaccard, NB, Dice, and
Euclidean). They computed cosine, inner product, Jaccard,
and Dice as associative coefficients of the vector space
model (VSM). Their findings indicate that cosine is the
most effective method. Furthermore, they concluded that
NB is better than the other five methods.
[5] Aimed to conduct a comparison between the
effectiveness of different methods used for Arabic text
classification. They concluded that SVM is ranked first in
terms of effectiveness. They also concluded that the
decision tree algorithm (C4.5) is ranked second in terms of
effectiveness. They also found that NB is ranked third in
terms of effectiveness.
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[9] Employed SVM for classifying 1,132 Arabic 
documents. They compared the results that they obtained 
from SVM with the results obtained from NB, KNN, and 
Rocchio. Their comparisons show that Rocchio is the best 
classifier for small feature sets, whereas SVM is the best 
classifier for large feature sets.  
[12] Extracted opinions from Arabic documents through 
using a combined approach. In order to develop the 
performance of algorithms in classifying Arabic 
documents, the latter approach was adopted. It involves 
using 3 methods.  The lexicon-based method was used 
first. The other methods include the lexicon-based method 
and the maximum entropy method. The results indicate 
that there is a significant improvement in the performance 
of KNN. 
[13] Aimed to conduct a comparison between four data 
mining instruments (i.e. Orange, WEKA, KNIME, and 
Tanagra) for text classification. They concluded that 
WEKA is the most effective method 
 [15] Aimed to explore the difference between several 
vector space models (VSMs). He aimed to explore that 
through using KNN algorithm. It was found that Cosine 
outperforms Jaccard and Dice. [19] Aimed to shed light on 
the classification of Arabic texts. He conducted a 
comparison between five well-known algorithms used for 
text classification. He also aimed to explore the impacts of 
using various Arab logs (light stem and roots) on the 
effectiveness of these works. Furthermore, he conducted a 
comparison between several software tools used for data 
mining. The results indicate that a good resolution is 
provided by SVM workbook, especially when used along 
with the light swamp 10. [21] Aimed to explore the 
effectiveness of several methods used for text 
classification.She found that SEC is more effective than 
WBC and Al-Kabi for text classification. 
 

3. Experiment Results 

The analysis of the results presented in the literature shows 
that: 
 

1. There isn’t any standard Arabic corpus that 
can be used easily. Most researchers attributed 
this results to the lack of Arabic corpus [1, 4]. 
 
2. Most of the researchers used precision, recall 
and F1 [9,14,16] .  
  
3. Differences were observed among classifiers 
in terms of error rate, accuracy, and time 
required for building the classification [13]. 
 
4. The technique used for removing stop words, 
numbers, punctuation marks, digits, and non-

Arabic words - was used for preparing the text 
for classification. Some of the authors extracted 
root words  [4,6,9]. Whereas the others preferred 
not to do so [11,14]. Because of the problem on 
the conflation of numerous terms to the same 
root word [18]. 
 
5. SVM outperforms  NB & KNN [8] . In order 
to evaluate the accuracy of the proposed 
classifiers, Arabic text corpus was collected 
from online newspapers and magazines. A total 
of 1,000 documents – which writing styles and 
lengths vary - were collected. Those documents 
fall into ten (10) pre-defined categories. Every 
category includes one hundred (100) documents. 

 
The set of pre-defined categories include economy, sports, 
art, Internet, animals, technology, religion, plants, 
medicine, and politics. Two researchers categorized the 
collected documents manually. Each document was 
assigned to 1 category only. When finding a document that 
belongs to multiple categories, the document was assigned 
to the category that has the maximum possibility based on 
the judgment of the human categorizer. The classifier’s 
accuracy is represented in precision and recall. Fig 1. 
Presents the precision & recall values of different values of 
k. 
 
 

 
Fig 1. Recall & Precision for k10, k20, k50, ad k100 

 
Fig 2. Presents the precision and recall values of all the 
three classifiers. It also indicates that the precision and 
recall values of SVM are better than the counterpart values 
of KNN and NB. 

 

IJCSI International Journal of Computer Science Issues, Volume 15, Issue 6, November 2018 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org https://doi.org/10.5281/zenodo.2544629 50

2018 International Journal of Computer Science Issues



 

 

 
Fig 2. Recall & Precision for SVM, NB, and KNN 

 
Table 1 presents the precision and recall values of the three 
classifiers. The table shows that SVM has the best recall 
and precision values, followed by NB, and then KNN. 
 

 
 

TABLE I:  VALUES OF RECALL AND PRECISION   FOR THREE 

CLASSIFIER 

 

The comparison was conducted between the three 
classification techniques in terms of the time required for 
building the models. These models are used for testing the 
classifiers’ accuracy. It was found that NB requires the 
least time for building the model, followed by KNN, and 
SVM respectively 

4. Conclusion 

The present study aims to conduct a comparison between 
3 classification techniques through using Arabic text 
documents which fall under 4 classes. The latter 
comparison was conducted in term of the classifiers’ time 
and accuracy.  It was found that NB requires the least time 
for building the model, followed by KNN, and SVM 
respectively. It was found that SVM shows the highest 

accuracy, followed by NB, and KNN respectively. 
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