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Abstract 
Edge detection is still a challenging problem and researchers are 
focusing to investigate this problem using different techniques. 
Edge detection is an important preprocessing step in most of 
image processing applications. The application ranges from real-
time video surveillance, traffic surveillance to medical imaging 
applications. Current state-of-the-art methods for edge detection 
are filter based and do not incorporate spatial-temporal 
information among the consecutive frames. We propose a robust 
approach for edge detection by exploiting spatial temporal 
information that possess an important cue to robust edge 
detection. This is achieved by extracting hybrid features in terms 
of pairwise local binary pattern (P-LBP) and scale invariant 
feature transform (SIFT). These features are used to train an 
MLP neural network during the training stage, and the edges are 
inferred from the test videos during the testing stage. The 
experimental evaluation is conducted on a benchmark dataset 
commonly used for edge detection. 
Keywords: Neural Networks, Local Binary Pattern, Edge 
Detection, and Scale Invariant Feature Transform. 

1. Introduction

Edge detection is a significant component in many 
applications including but not limited to video surveillance 
[15], [16], [17], [18], ambient intelligence [19], [20], [21], 
[22], human-computer interaction systems [27], [28], [29], 
[30] , [31], and health-care [23], [24], [25], [26] . In spite
of incredible research efforts and many encouraging
advances in the last ten years, accurate detection of edges
is still a challenging problem. Information about the edges
in the image can be used in image segmentation [45], [47],
[48], [51] and identification of different shapes [32], [33],
[34], [46], . Typically, edge detection algorithms are based
on the notion that any discontinuity in the gray level value
will lead to the edges. Edge can referred to those points in
the image that has sharp boundary between the object and
background. The most common and important application
of edge detection is image segmentation. In image
segmentation problem, image is divided into meaningful
homogeneous blocks [37], [38], [40]. Efficient image
segmentation involve the following two important steps: 1)

Clustering all the pixels that satisfy the criteria of 
homogeneity. 2) Once the homogeneous regions are 
detected the second step is to find the boundaries between 
different homogeneous regions. This is where the role of 
edge detection comes in. 
To improve edge detection, many techniques have been 
proposed and they rely on differential geometry [1], 
anisotropic Gaussian kernel [2], single pixel imaging [3], 
and adaptive approach [4].  Other approaches include 
difference filter [5], canny edge detector [6], laplacian of 
Gaussian [7] method. In canny edge detector, we first 
apply Gaussian filter to smooth the image in order to 
remove noise. Then in the next step, the gradient of image 
(Gx and Gy ) is computed. After computing the gradients 
non-maxima suppression in employed to suppress low 
gradient pixels and keep high gradient edges. Some other 
methods employ entropy for the edge detection for 
example [8], [9], [10].  
Artificial Neural network (ANN) proves to provide a 
robust solutions in many classification problems [35], [36], 
[39]. Keeping in the view, the benefits of ANN, a method 
is proposed in [11] that trained a network that can detect 
edges in the images. The ANN is more useful because 
multiple inputs and outputs can be used during the training. 
However, designing effective features for edge is difficult 
due to large intra-class variation arising from pose 
appearance [49] and temporal variations [50]. Therefore, it 
is crucial to design discriminative features [42], [44]. It is 
worth noticing that the combination of features could boost 
the discriminative power of a model. Considering 
combination of two features could provide much more 
information than observing occurrence of two features 
individually.  
We propose a robust approach to combine different spatio-
temporal features [41], [43] to design a unified model for 
edge detection. For this purpose, we consider pairwise 
local binary pattern (P-LBP) [12] and scale invariant 
feature transform (SIFT) [13]. The P-LBP and SIFT are 
spatial and temporal features, respectively. We then adopt 
an MLP neural network using the spatio-temporal features 
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(P-LBP and SIFT) during the training stage [52], [53], [54]. 
The edges are inferred from the testing videos during the 
testing stage. The overall process of our proposed 
approach is presented in Fig. 1. The rest of the paper is 
organized as follows: Section 2 presents the related work; 
Section 3 elaborates our proposed method of features 
extraction; Section 4 presents experimental evaluation; and 
Section 5 concludes this paper. 
 

 
Figure 1.  Flow diagram. The training videos are provided 
to train the neural network and testing videos are used to 
recognize edges during the testing stage.  
 
2. Proposed Methodology 
 
First we consider spatial feature P-LBP. In order to 
calculate pairwise rotation invariant local binary pattern 
(P-LBP), for each pixel on the video frame, a threshold is 
applied to its symmetric neighbor set on a circle of radius 
R and the result is considered as a binary number. The P-
LBP is formulated in Eq. (1) and Eq. (2).  
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Where x is a coordinate, Np(x) is the pth neighbor of point 
x, and V(x) is the pixel value of point x. It is worth 
noticing that the function sp(x) isn’t affected by changes in 
mean luminance. Therefore, the P-LBP could achieve 
invariance. In order to achieve rotation invariance, Ojala et 
al. [39] formulates the rotation invariance in Eq. (3)  
 

( ) min{ ( ( ), )  |  [0, 1]}         (3)ri x ROR x i i P      

 
Where ROR(x, i) calculates a circular bit-wise right shift 
for i times on P-bit number x. Ojala et al. [39] also 
investigate that patterns presenting limited spatial 
transitions indicate the fundamental properties of frame 
microstructure. For example, the pattern represented by the 
sequence 11110000 describes a local edge, and the pattern 
represented by the sequence 11111111 describes a flat 
region or a dark spot. To formally define these patterns, a 
uniformity measure is formulated in Eq. (4), 
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where sP (x) is defined as s0(x). The uniform patterns is 
subject to the condition U(x) ≤ 2. 
We calculate temporal feature using SIFT. Scale invariant 
feature transform (SIFT) have different properties that 
make them suitable for extracting temporal information. In 
fact, SIFT features are invariant to scaling and rotation, 
and partially invariant to change in illumination and 3D 
camera viewpoint [55], [56]. They are well concentrated in 
both the spatial and frequency domains, reducing the 
chances of disruption by occlusion and other 
unprecedented noise. SIFT features are very distinctive, 
which allows a single feature to be uniquely identified, 
providing a basis for human action recognition [57], [58], 
[59]. 
For extracting the SIFT features, the scale space of a video 
frame is defined as a function L(x, y, σ) that is produced 
from the convolution of the input video frame with a 
variable scale Gaussian as formulated in Eq. (5) 
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Where G(x, y, σ) is the variable scale Gaussian as 
formulated in Eq. (6) 
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In the next stage, the difference of two scales separated by 
a constant multiplicative factor k is computed according to 
Eq. (7) 
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To find the local maxima and minima of D(x, y, σ), each 
spot is compared to its eight neighbors in the frame under 
observation and nine neighbors in the scale above and 
below it. It is chosen only if it is larger than all of these 
neighbors or smaller than all of them. An important aspect 
of SIFT approach is that it produces large numbers of 
features that densely cover the video frame over the full 
range of scales and locations [60], [61]. The quantity of 
features is particularly important edge detection, where the 
ability to consider objects exhibiting different actions is 
very crucial. 
We extract both spatial and temporal features from a set of 
testing videos. We then adopt an MLP feed-forward neural 
network to learn the behavior of these features instead of 
considering the values of all the pixels. In fact, these 
features are exploited to learn different classes of human 
actions. The motivation for exploring MLP is in its 
substantial ability, through backpropagation, to resist to 
noise, and the dexterity to generalize. During the training 
stage, the weights W and biases b are updated so that the 
actual output y becomes closer to the desired output d. For 
this purpose, a cost function is defined as in Eq. (8). 
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The cost function calculates the squared error between the 
desired and actual output vectors and the backpropagation 
is gradient descent on the cost function in Eq. (8). 
3. Experimental Results 
 
Berkeley dataset [14] is an extension of the BSDS300, 
where the original 300 images are used for training / 
validation and 200 fresh images, together with human 
annotations, are added for testing. Each image was 
segmented by five different subjects on average. 
Performance is evaluated by measuring Precision / Recall 
on detected boundaries and three additional region-based 
metrics. 
     

 

 
Figure 2.  Berkeley dataset. Two sample images are 
depicted in the figure from the dataset.  
 
 
 
The neural network has been configured using one input 
layer, two hidden layers and one output layer. The input 
layer consists of three neurons, each hidden layer consists 
of three neurons, and a single neuron is considered in the 
output layer. The adjustment of the neural network in terms 
of number of layers and number of neuron does not affect 
the performance significantly. We use an MLP neural 
network to learn different edges based on our proposed 
features [62], [63]. 
The experimental results are presented in Table 1 in terms 
of precision, recall and F-score. To further elaborate the 
effectiveness of our proposed method, we carried out 
experiments considering only LBP and SIFT features 
separately and the combination of these two features. From 
the table it is obvious that SIFT feature out performs LBP 
features since SIFT features are appearance based features 
while LBP are the texture features. From the table it is also 
obvious that the combination of both these features 
improve the performance of our proposed edge detector. 
We also report qualitative comparisons of our method with 
canny edge detector and results are reported in Figure 3. 
The first column are the input images while the second 
column are the edges detected by canny detector while the 
last column shows the results generated by  our proposed 
method. From the Figure, it is obvious that canny edge 
detection method’s output contain a lot of noise while such 
noise are suppressed in our proposed method while such 
noise are suppressed in our proposed method. 

4. Conclusions 

In this paper, we proposed an approach for edge detection 
using our proposed features and an MLP feed-forward 
neural network. We demonstrated the capability of our 
approach in capturing the the dynamics of different classes 
by extracting these features. These features adopt the MLP 
neural network to learn different edges. The main 
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advantage of the proposed method is its simplicity and 
robustness. 
 
Table 1.  Our spatio-temporal model. Our proposed spatio-
temporal model shows very good performance considering 
Berkeley dataset. Best results are reported in bold. 

Methods Precision Recall F-Score 

P-LBP 0.55 0.15 0.45 
SIFT 0.58 0.35 0.50 

P-LBP + 
SIFT 
(proposed) 

0.75 0.41 0.69 
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     a             b     c 
Figure 3:  (a) sample input frames (b) output of canny edge detection (c) output of our proposed method. 
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