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Abstract 
The interpretation of immense data generated from numerous 

environmental researches enables the generation of knowledge 

apart from those for which the data were originally gathered for. 

Hence, a data management system with capability for data 

integration, pre-processing, production of specific datasets for 

external data analysis, data mining and/or support for decision 

making tasks is essential. This paper implements a data 

warehouse design that serves as management platform for the 

scientific data generated in a nuclear research and development 

facility in the Philippines and the meteorological, radioactivity, 

and other relevant data obtained from environmental monitoring 

systems around the world. The datasets are loaded into the 

system through a parser module with metadata information 

attached to each dataset.  Data transformation is achieved using a 

pre-processing module to generate customized datasets through a 

retrieval module that is compatible with data analysis software 

such as WEKA. 

Keywords: Data Management, Data Warehousing, Metadata, 

ETL, Parser. 

1. Introduction

In a scientific research organization, where various 

research studies of the environment involving the 

application of nuclear/radioisotope techniques are being 

undertaken, data management should be central to their 

implementation. A well-structured storage of data is 

necessary for easy accessibility, transformation, retrieval 

and data analysis.  

Research projects vary from environmental radioactivity 

monitoring, air pollutant source identification and 

apportionment, harmful algal bloom studies, studies on the 

availability and sustainability of freshwater and long-term 

radon measurements, to name a few. These projects 

generate volumes of data. However, it is still a common 

practice that these data are often not managed in a way that 

they could be used for other purposes other than that of the 

original objectives of the study and/or for sharing with 

other groups. Researchers are normally concerned only 

about the outcome of their projects, publishing the results 

of their studies and thereafter archiving their data in 

spreadsheets stored in their personal computers. Long-term 

availability and reusability are not usually considered or 

implemented from proposal to project finalization [2].  

Inmon etal. [3] discussed that it is common practice for 

researchers to generate their own data and perform their 

own analysis.  Thereafter, the data used sits in a dormant, 

protected state without any chance of being reused and 

further analyzed by other researchers. Hence, researchers 

spend time and resources collecting and refining data while 

time and resources for data analysis and/or knowledge 

discovery becomes limited. With reusability of research 

data, however, analysis could be done much more quickly 

and much less expensively [3]. Moreover, researchers 

could efficiently create more opportunities without the 

burden of data collection and repetition of efforts [4]. 

Having access to these data, especially those collected over 

a lifetime, researchers could creatively innovate from 

archival data sets and promote new meaning from existing 

data sets [4]. It is, therefore, important for organizations or 

institutions conducting researches in the fields of earth 

and/or environmental sciences to have a data management 

infrastructure in place that provides for an integrated and 

organized repository of research data including 

functionalities for easy access for the purpose of data 

sharing and collaboration with other researchers, internally 

or externally. This will only be possible if the existence of 

individual/group research project datasets are made known 

and made available to a wider community.  

It is on this context that this study was undertaken focusing 

on the development of the initial functionalities of a data 

warehouse as a data management platform for 

environmental data that have potential use not only for the 

purpose that they were gathered for but also for future data 

analysis and decision making. The best foundation for 
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relevant decisions is the data in a well-designed 

warehouse. 

The prototype presented herein is an environmental data 

management system as an initial implementation of a data 

warehouse called Data Warehouse for Environmental 

Research, or simply, DW-ERes. Data warehouse is a 

subject-oriented, integrated, non-volatile and time-variant 

collection of data in support of management’s decision [3]. 

DW-Eres, includes functionalities for loading and mapping 

of data from external sources, transformation functionality 

for pre-processing of data and the retrieval of user-

configured datasets for data analyses. It also provides 

customized security configuration for data sharing and 

distribution internally in an organization and provides a 

dashboard for information of the datasets available in the 

system.  

It is envisioned that the system will serve as the initial step 

for the publication of metadata to the Internet of 

environmental research datasets stored in the database with 

full consideration of the protection of intellectual property 

rights. 

2. Related Works

Various data management systems for environmental 
research data and other scientific topics have been 
implemented.  For example, PANGAEA (Data Publisher 
for Earth and Environmental Science), a web-based 
information system for environmental sciences used for 
processing, long-term storage and publication of geo-
referenced data related to earth’s science files, has been in 
existence for more than 20 years now [7]. In this system, 
analytical data are stored consistently together with related 
metainformation which follow international metadata 
standards.  Information retrieval is either through simple 
engine search or the use of built-in data mining tools.  It 
also provides data mining tools necessary for their 
understanding and evaluation. By 2001, the mean number 
of daily database queries on the PANGEA was about 60 
retrievals for analytical data. 

For the U.S. Department of Energy’s Atmospheric 
Radiation Measurement (ARM) program, which has been 
collecting and processing into Network Common Data 
Form (NetCDF) format, Gaustad et al. have developed and 
deployed the ARM Data Integrator (ADI) [5]. ADI is a 
framework which automates data retrieval, preparation, 
and creation. It goes further than the default capabilities of 
data management systems by providing an environment for 
a structured algorithm development that expedites the 
development of algorithms and improve their 
standardizations. This is the major contribution of their 
work which supports three programming languages: C, 
Python and IDL.  

Scientists at the Institute for Polar Ecology, describes their 
study and initial implementation of a data management 
system as a working repository for terrestrial biological 
data [4]. The motivation behind this work is for the 
publication of these repositories for the security and long-
term availability of environmental data especially for 
unrepeatable sampling events. Their primary objective is to 
gather a combined storage of data in order to compare their 
contents and make additions through qualitative 
descriptions of soil properties which could be added and 
re-evaluated at any time.  

The paper of Lawrence and Kruger describes a scalable 
architecture for managing large, real-time, scientific 
datasets [6]. The foundation of the architecture is a real-
time data warehouse that archives metadata for querying 
and provides data distribution transparency. The 
contributions of their work include a metadata generation 
and retrieval system that allows researcher-defined 
metadata statistics to be calculated; a transparent data 
distribution system that uses the data warehouse to 
dynamically distribute the data across multiple machines; 
and an architecture implementation archiving weather 
radar data that is more usable than the system deployed by 
the National Climatic Data Center (NCDC) which is the 
United States government organization mandate. The files 
are distributed over web servers and retrieval is done by 
using its HTTP’s Uniform Resource Identifier (URIs). To 
demonstrate the feasibility of the architecture adopted, the 
system was used to archive weather data generated by the 
NEXRAD system. 

Bainbridge also introduced in his paper architecture of a 
simple data management system for various types of 
environmental observational data that implicitly allows for 
and promotes data integration and interoperability [9]. He 
cited that there is a demand for multidisciplinary datasets 
to be freely available through service based interfaces 
linked into decision support and modeling systems. 

Although not an environmental data, it is also noteworthy 
to describe the work of Zhou et al. on the development of a 
data warehouse platform for the management, processing 
and analysis of a large structured electronic medical record 
(SEMR) data, Clinical Data Warehouse (CDW) [8]. The 
CDW incorporates the SEMR data for medical knowledge 
discovery and the Traditional Chinese Medicine (TCM) 
clinical decision support. TCM large scale clinical data is 
the knowledge source for TCM research.  

The works cited above are descriptions of implementations 
of data management systems for scientific research and 
measurement data. They further explain the importance of 
having data management systems that gathers relevant data 
in one place to enable better decision making. 
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3. Work Done

The DW-Eres is a system designed for the use of 

environmental researchers. Figure 1 presents the 

process flow of research projects for the environment 

which aid in the identification of the system’s initial 

requirements. Measurements or observations from 

scientific research projects that is usually stored in 

spreadsheets are the target data source of DW-ERes. 

These are extracted and loaded to DW-ERes and 

then restructured to create a dataset. The resulting 

dataset becomes the primary source for data analysis 

leading to knowledge discovery. 

Fig. 1 Process Flow of Research Projects for the Environment 

3.1 Data Model 

The DW-Eres data model adopted the model of 
PANGAEA (https://wiki.pangaea.de/wiki/Data_model 
accessed on 2 July 2015) with some variations. The DW-
ERes data model, running on a MySQL Relational 
Database Management System, is presented in Figure 2. 
Similar to PANGAEA’s model, the main tables correspond 
to the major components of any environmental research 
undertaking. The database consists of two main tables, 
namely, Project (a project is created to organize and 
implement activities leading to the accomplishment of the 
project and oftentimes it is undertaken with other agencies 
as collaborators) and the Sampling Event (environmental 
measurements/monitoring activities at different locations 
and different environmental data are being measured using 
appropriate methodologies/techniques) and Dataset (the 
measurements from the field during sampling events and 
data analysis applied to them). Meta information pertinent 
to a project, sampling event and dataset are stored in terms 
of its relationship to a project and sampling event. 

Fig. 2 DW-ERes Data Model 

For every dataset uploaded into the DW-Eres, a 
corresponding set of metadata is attached. Metadata is 
captured through the following mandatory inputs: 

1. Data sharing (YES/NO)

2. Type of environmental data (surface radioactivity,

marine radioactivity, air pollutants, etc):

3. Title of research project

4. Brief description of project

5. Funding agency

6. Describe the various data in the dataset:

7. Provide keywords describing the dataset

8. Names of owners of the dataset

9. Provide other dataset from other work/project

related to this dataset

10. Geographic area coverage (Longitude and latitude,

if available)

11. Time period of the collection of dataset

12. Counting/measurement/sampling method

13. Describe the quality of the dataset in terms of

missing data or any gaps found in the dataset

14. If cited by other authors, how should the source of

the dataset be cited?

15. If published, title of publication and provide

abstract

16. Author(s) of the metadata

In the future, the metainformation of the datasets will be 
made available to the public through the Internet. The 
system will add the functionality to allow potential users to 
request datasets of interest to them. 

IJCSI International Journal of Computer Science Issues, Volume 13, Issue 5, September 2016 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org https://doi.org/10.20943/01201605.171177 173

2016 International Journal of Computer Science Issues



3.2 Architecture 

The DW-ERes, is designed on a PHP CodeIgnitor platform, 

hosted in a Linux operating system with Apache as its web 

server and MySQL as its Relational Database Management 

System. The architecture of the system, as presented in 

Figure 3, provides an environment for the data loading of 

environmental measurements, input of metadata 

information, data cleaning, and extraction/retrieval of 

datasets for data analysis/mining tasks external to the 

system. 

Fig. 3 Architecture of the Data Management System for Environmental Research 

3.3 File Configuration Interface 

The File Configuration Interface provides for the 

functionality to create tables corresponding to datasets that 

will be uploaded into the system. This is a powerful feature 

of the system as it provides for flexibility in defining new 

set of environmental data when it is not yet featured in the 

database. It also provides for editing of the parameters of 

an existing table, when necessary, but only those that have 

not been populated with data. Existing Tables in the 

database are displayed in the system with descriptions that 

provides information to researchers what tables of 

environmental data are already existing in the system. 

Modification of uploaded data is allowed for owners of the 

data. Figure 4 shows the screenshot of the table creation 

GUI.  

3.4 The DW-ERes Parser (Data Loading) Interface 

This is the stage where DW-ERes acts as the central 

repository of all environmental data derived from scientific 

research projects. The parser subprocess includes the data 

loading and mapping interface as shown in Figure 5 

through which datasets from the external data source are 

loaded into the DW-ERes easily by authorized user  

Fig. 4 Table/File Creation and Configuration Module 

 (researcher). The user configures the table according to 

the data source.  

The parser module as shown in Figure 6 also includes the 

attachment of metadata as determined by the user. The 

metadata will be used as search strings for viewing 

generated datasets. The metadata will be used as search 

strings for viewing generated datasets. 
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Fig. 5 Parser Interface (Data Loading and Mapping) 

 

Fig. 6 Parser Interface (Metadata) 

3.5 The DW-ERes Dataset Retrieval Interface 

Figure 7 presents the system’s dataset retrieval interface. 

This module allows the user to create any dataset by 

defining the environmental data to be retrieved from the 

different tables in the DW-ERes, common reference is the 

sampling time of the different data.  

Datasets are saved in comma separated values file formats 

or simply called as CSV files which is compatible with 

existing data analysis software such as the WEKA machine 

learning software. Once the dataset is created, it can now 

be accessed for use in exploration and data mining. For 

this initial study, environmental data for 7Beryllium, 

rainfall, wind, maximum temperature, minimum 

temperature, relative humidity and sunspot have been 

uploaded into the DB to test the prototype developed. 

 Fig. 7 Dataset Retrieval Module 

 

3. Simulation Results 

Figure 8 presents the snapshot of the customized dataset 
retrieved from DW-ERes for simulation purposes. The 
dataset retrieved contained 82 instances which were 
retrieved in .05 seconds. It was observed that the retrieval 
of dataset was fast enough considering the number of 
significant instances involved. It is significant to take note 
of the system’s speed as Guerra and Andrews stated that 
data warehouses are built in high speed data entry design 
and high speed retrieval [10]. This dataset is generated in 
.csv format that could easily be accessed by any data 
analysis software specifically on regression. 

 

Figure 8. Customized Dataset 

The customized dataset was then tested by loading it into 
Weka, an open-source software for solving real-world data 
mining problems. Figure 9 shows that the dataset was 
successfully imported into Weka which implies that the 
resulting customized dataset of DW-ERes is well 
structured. 
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Figure 9. Dataset Importation to Weka 

Figure 10 shows the regression model successfully 
generated by Weka after the application of linear 
regression algorithm. 

Figure 10. Generation of Regression Model using Weka 

4. Conclusions and Future Works

As an initial implementation of a data warehousing tool, a 
data management platform for environmental data called 
Data Warehouse for Environmental Research (DW-ERes) 
has been designed. PHP CodeIgnitor hosted in a Linux 
operating system with Apache as its web server and 
MySQL as the database server was utilized successfully. 
Compared to other data management systems and existing 
methods, this approach considered the loading of data from 
external sources and attachment of metadata, and data 
transformation to generate customized datasets that are 
compatible with data analysis software such as the WEKA 
machine learning software. DW-ERes was found to be a 
useful storage space as it has a stable data model for data 
consolidation from external sources and has high speed 
dataset retrieval that will support reporting, analysis, and 
knowledge discovery. 

Future work involves extending the capability of the 
system to act as data analysis and predictive modeling 
platform which integrates a data mining task, specifically 
regression, to assist in the dissemination of new knowledge 
and decision making in this field. Automated selection of 
significant variables is also an additional concern of the 

authors by integrating a feature selection algorithm into the 
system.  
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