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Abstract 
The purpose of this paper is to  implement a system for analyzing 

unlabeled news documents that are written in Chinese Language 

to retrieve at most (100) relevant documents from document 

collection in response to a specific query, then the retrieved 

documents are grouped by authors. To reach this purpose, the 

implementation of the designed system framework consists of 

two phases. In phase 1, an Information Retrieval system is 

implemented, while in phase 2, a classification system is 

implemented. Each phase consists of several steps, and different 

algorithms, tools and techniques are used in each step. The 

system results in each phase are evaluated according to 

evaluation schema. 

Keywords: Chinese news documents analysis, Information 

Retrieval, Documents Classification. 

1. Introduction

Nowadays, an increasing number of newspapers have a 

place on the internet and most of them provide an 

electronic version of their printed articles. The reason for a 

newspaper doing this is to attract readers as the number of 

Internet users has rapidly increased over the past decades. 

In fact, the overwhelming volume of textual news articles 

available in digital form has made it difficult to find 

information of interest to specific readers or be useful for 

particular purposes. In other words, this amount of text is 

simply too large to read and analyze easily. Accordingly, 

the need for automated extraction of useful knowledge 

from huge amounts of textual data in order to assist human 

analysis is fully apparent [1]. Furthermore, this massive 

amount of textual articles has provided computer and 

information system specialists with many opportunities for 

research in the area of Natural Language Processing (NLP), 

Text Mining, and machine learning Techniques. For the 

purpose of this paper we will focus on the areas of NLP, 

Information Retrieval and Classification. 

2. Background

2.1 Natural Language Processing 

Natural language processing (NLP) is the attempt of 

getting computers to understand the languages that people 

use for everyday communication in order to change the 

way that we interact with them [2]. Moreover, NLP is the 

process of extracting a fuller meaning representation from 

text by using information from a formal grammar and a 

lexicon, the resulting information is then interpreted 

semantically to figure out what was said (who did what to 

whom, when, where, how and why). NLP has various 

techniques that typically make use of linguistic concepts, It 

includes techniques like word stemming (removing 

suffixes), lemmatization (replacing an inflected word with 

its base form), multiword phrase grouping, synonym 

normalization, part-of-speech (noun, verb, adjective, etc.), 

word-sense disambiguation, anaphora resolution (what 

previous noun does a pronoun or other back-referring 

phrase correspond to), and role determination (e.g. subject 

and object) [3]. 

2.2 Information Retrieval (IR) 

Information retrieval deals with the structure, analysis, 

organization, storage, searching, and the main task of 

information retrieval is to retrieve relevant documents in 

response to a query [4]. Fig. 1 illustrates the objectives of 

information retrieval of documents, where (a) a general 

description is given of the query, (b) the document 

collection is searched, and (c) a subset of relevant 

documents is returned [5]. 
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Fig. 1  Information Retrieval Objectives. 

2.3 Classification 

Perhaps the most common theme in analyzing data is text 

classification. The main task of text classification is to 

classify a collection of document into a given set of 

categories. And when a new document is presented, the 

objective is to place this document in the appropriate 

category. Feldman and Sanger [6] point out that there are 

two main approaches to text classification. The first is the 

knowledge engineering approach in which the expert's 

knowledge about the categories is directly encoded into the 

system. The other is the machine learning approach in 

which a general inductive process builds a classifier by 

learning from a set of pre-classified documents, and the 

characteristics of the categories. However, the most of 

recent work on classification is concentrated on machine 

learning approach. The advantages of this approach over 

the knowledge engineering approach are a very good 

effectiveness, considerable saving in terms of costs, time, 

expert labor power, and straightforward portability to 

different domains [7]. 

3. Problem Formulation 

The purpose of this project lies on Information Retrieval 

and Text Classification techniques in order to design a 

system for textual analysis to automatically analyze 

structure of unlabeled news documents that are written in 

Chinese Language. The main task of this system is to 

retrieve at most (100) relevant documents from document 

collection in response to a specific query, then the 

retrieved documents are grouped by authors. 

4. Methodology 

In this project, a proposal framework based on IR and 

Classification techniques is adopted in order to design and 

develop a system for retrieving and classifying Chinese 

news documents (see Fig. 2). 

 

The overall system is implemented through two phases. In 

phase 1, the IR System is designed and implemented to 

retrieve news documents by a query, while in phase 2, our 

task is to implement a classifier to classify the retrieved 

news documents by agency. Then the systems results are 

evaluated according to evaluation schema.  

 

 

Fig. 2  The System Framework 

5. Evaluation Schema 

For the IR system in Phases 1, the classic IR notations of 

precision and recall are adapted to evaluate the 

performance of the system result. The Precision (P) is the 

fraction of retrieved documents that are relevant, and the 

Recall (R) is the fraction of relevant documents that are 

retrieved, see the following equations. 

 

    (1) 

 

    (2) 

 

However, the performance measures (Precision and Recall) 

may be misleading when examined alone. Therefore, 

another measure called precision at n (P@n) is considered 

for evaluating our system, whereas P@5 & P@10 results 

returned by the system is calculated [8]. 

 

For the Classification system in Phases 2, the decision 

made by the classifier can be represented in a structure 

known as a global contingency table (see Table 1) [9] [10]. 

Table 1: The Global Contingency Table 
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This table contains information about actual and predicted 

classification done by a classification system, and it has 

four main categories which are: 

 True positive (TP) = positive examples correctly 

labeled as positive. 

 False positive (FP) = negative examples 

incorrectly labeled as positive. 

 True negative (TN) = negative examples correctly 

labeled as negative. 

 False negative (FN) = positive examples 

incorrectly labeled as negative. 

 

The global contingency table is used for calculating the 

micro-average measurements (see Table 2). For calculating 

the macro-average measurement first the micro-average is 

calculated and then will be divided by total number of 

categories (see Table 3) [10]. 

Table 2: The Micro-average Measures 

 

Table 3: The Macro-average Measures 

 
 

As mentioned previously, the contents of Tables 3 are used 

to extract a number of measures to evaluate the 

performance of a text categorization system. A common 

evaluation strategy is to consider classification accuracy or 

its complement error rate [11]. Accuracy refers to the 

proportion of correctly assigned documents to the total 

number of documents assigned and error is the proportion 

of incorrectly assigned documents to the total number of 

documents assigned. The better the classifier the higher 

would be its accuracy [12]. Based on contingency table, 

the Accuracy (Acci) and Error rate (Erri) can be calculated 

as shown in Table 4. 

Table 4: The Accuracy (Acci) and Error rate (Erri) 

 

6. System Implementation 

In this project, the overall system implementation process 

is based on the proposed system framework. The process 

consists of many different courses of actions including 

document collection, text-document preprocessing, 

document representation and dataset generation, classifier 

learning, and system evaluation. In order to accomplish the 

overall system design process, different tools and 

algorithms have been used in each step. The Java 

programming language has been selected to implement the 

coding part for all algorithms in the system. The following 

sections address the details of the process and methods 

associated with each step. 

6.1 Document Collection 

The data set used in this project contains of (102005) 

unlabeled news documents that are stored in (XML) format. 

These documents are written in Chinese language by three 

different agencies. For evaluation purpose another extra 

document contains ground truth information (document id, 

author and release date) for each document in the 

collection. 

6.2 Text Processing 

As mentioned previously, the news document collection is 

written in Chinese language. We have to take into account 

that Chinese is standardly written without spaces between 

words. Therefore, the text document processing consists of 

two main steps including: segmentation and normalization. 

However, all XML tags are removed from documents 

before starting processing them. 

 

In segmentation process, for each document in the 

collection, the Chinese text is tokenized into tokens 

(individual words) using Stanford-Word-Segmenter tools. 

These tools are a Java implementation of the CRF-based 

Chinese Word Segmenter [13]. We decided to include two 

models with two different segmentation standards, Chinese 

Penn Treebank (CTB) standard and Peking University 

standard (PKU) [14]. 

 

In the normalization process, all the punctuations and all 

non-Chinese single characters are removed from the list of 
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terms created in the previous step. This will reduce the 

storage size used for representing these terms in the main 

memory. 

6.3 Document Representation  

For efficient retrieval, an inverted index is used to index 

our documents. The inverted index is the essential data 

structure used in information retrieval systems. 

In this System, an index is created as an object containing 

all terms in the documents collection, whereas each term in 

our index is an object holding the document frequency (df) 

of this term, and pointing to a posting list that contains the 

id of the document where the term occurs and the term 

frequency (tf) in each document. (see Fig. 3 ). 

 

 

Fig. 3  Document Representation (Inverted Index) 

6.4 Phase 1, IR system 

As a result from previous step, all text documents 

(unstructured data) have been converted into structured 

data in a serialized object. Now we can easily retrieve the 

relevant documents for any one-term-query by retrieve its 

posting list. We have implemented an algorithm to handle 

queries contain more than one term, this algorithm finds 

the union between the posting lists for all terms in the 

query. 

 

As mentioned previously, the main task of this system is to 

retrieve at most (100) relevant documents from documents 

collection in response to a specific query. Therefore, we 

have to give a rank for each retrieved document. However, 

another algorithm is implemented to assign a rank to the 

retrieved documents based on tf-idf weighting along with 

the vector space model for scoring [15]. The following 

equations have been used to score documents based on 

given query. 

 

      (3) 

      (4) 

      (5) 

 

The major Information Retrieval system process is based 

on the previous equations and is fully implemented in Java 

according to the following algorithm [15]. 

 
 

6.4.1 IR System Testing and Results  

As a result of this phase, at most 100 documents are 

retrieved for each query. For the lack of space, it is not 

possible to show the entire result of this phase. Therefore, 

the result of query 1 is illustrated as a sample in Table 5. 

Table 5: The Relevant Documents Retrieved for Query 1 

(IR System Sample Result) 

 

6.4.2 IR System Evaluation  

The IR system performance is evaluated according to 

Precision-Recall evaluation criteria that are induced from 

the contingency table based on IR system results. We have 

implemented a Java application that takes these results, in 

order to calculate the average of Precision-Recall and 

(P@5 and P@10) for the 20 queries given to the system 

(see Table 6). 

Table 6: The IR System Evaluation 
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6.5 Phase 2, Classification System 

The main goal in this phase is to build a classifier that can 

classify all the documents are retrieved from the IR system 

built in phase 1. For the classification System in this phase, 

a dataset has been generated by using the ground truth 

document which contains information (document id, author 

and release date) for each document in the collection 

except the retrieved documents (phase 1, result). The 

dataset is created as a one-dimensional array of three 

elements or classes (0, 1, and 2), we have randomly chosen 

90% of the dataset as the training set and 10% as the 

testing set. Each element in the two arrays (training and 

testing sets) is a hashmap object containing all documents 

IDs related to a specific class along with the released data 

for each document. The main reason for dividing the 

dataset is that the training set is used to build the classifier 

and then the testing set is used to evaluate the performance 

of the classifier. (see Fig. 4) 

 

 

Fig. 4  Training and Testing Datasets Structure 

The relationship between the contents of each class (0, 1, 

and 2) in the training set of documents is learned through 

an algorithm based on Naive Bayes text classification 

model for probability estimation. The following equation is 

the most implementations of Naive Bayes multinomial 

model [16]. 
 

    (6) 

 

For calculating the parameter Pˆ(c), we have used the 

following equations [16]: 
 

       (7) 

 

Where Nc is the number of documents in class c and N is 

the total number of documents. We calculate the 

conditional probability Pˆ(t|c) as the relative frequency of 

term t in documents belonging to class c: 

 

      (8) 

 

Where Tct is the number of occurrences of t in training 

documents from class c, including multiple occurrences of 

a term in a document. The major learning and 

classification process is fully implemented in Java 

programming language according to the following 

algorithm [16]. 

 

 

6.5.1 Classification System Testing and Result  

Due to the huge volume of the retrieved documents, it is 

not possible to show the entire result. Hence, a sample of 

the result is illustrated in Table 7. 
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Table 7: The Relevant Documents Retrieved for Query 1 

(Classification System Sample Result) 

6.5.2 Classification System Evaluation 

The Classification system performance is evaluated to 

different evaluation criteria that are induced from the 

contingency table given by Naive Bayes classifier. We 

have implemented a Java application that takes the 

classifier results, in order to calculate the Precision-Recall, 

Accuracy-Error, and F-measure using the Micro-Averaging 

and the Macro-Averaging measurements (see Tables 8 and 

9). 

Table 8: Evaluation using Micro-Averaging 

Table 9: Evaluation using Macro-Averaging 

7. Challenges

One of the challenges we have faced in phase 1 is the 

segmentation accuracy or ambiguity. Native Chinese 

speakers will sometimes disagree about the proper 

segmentation for a sentence, as in many cases a Chinese 

character can be either a term by itself or part of a 

compound terms. 

Another challenge regarding the segmentation part is that 

the dictionary we used in our segmentation algorithm is not 

up to date. Therefore, the segmentation processing might 

be inaccurate. 

8. Conclusion

In this project, a framework was proposed based on IR and 

Classification techniques in order to design and develop a 

system for retrieving and classifying Chinese news 

documents. The system was implemented through two 

phases. In phase 1, the IR System is designed and 

implemented to retrieve news documents by a query, while 

in phase 2, classifier was implemented to classify the 

retrieved news documents by authors. 

The systems results of phase 1 are evaluated according to 

evaluation schema Recall and Precision (P@5, P@10) of 

the retrieved results (P@5 is 0.660 and P@10 is 0.655). In 

phase 2, we have implemented a Java application that takes 

the classifier results, in order to calculate the Precision-

Recall, Accuracy-Error, and F-measure using the Micro-

Averaging and the Macro-Averaging measurements. The 

accuracy of both measurements is 0.79. 
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