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Abstract 
In view of the problem that the accuracy and robustness of hand 

gesture recognition technology based on vision in the process of 

using gestures to interact with robots were unstable due to its 

background, illumination and other factors, this paper presented 

a gesture segmentation and recognition method Combining depth 

information and color images. First, it used Kinect sensor to 

obtain depth information and color images, then used depth 

information to pick the hand part from color images, and then got 

gesture images through color segmentation method. Second, it 

calculated HU invariant moments and shape features of the 

gesture images as feature information. Finally, it used the feature 

information to train the support vector machine, then 

implemented hand gesture recognition for static hand gestures. 

Experimental results show that the method has strong robustness 

to the influence of background interference, illumination 

variation, translation, rotation and zoom, and can be applied to 

control intelligent robot. 

Keywords: Kinect; hand gesture recognition; Hu invariant 

moments; support vector machine; robot. 

1. Introduction 

With the development of the robot technology, robots have 

entered every aspect of human life. Robots can replace 

human to work in the factory, can provide entertainment 

and help to people in daily life. As a result, interactions 

between humans and robots are becoming more and more 

frequent. In this case, the traditional human-computer 

interaction technologies based on mouse and keyboard has 

already could not satisfy people's needs, people are longing 

for a more simple, natural and direct way to communicate 

with the robots. As a common communication way 

between people, hand gestures can convey rich and 

complete information, and play an important role in our 

daily life. The use of hand gestures to control robots can 

make people manipulate and interact with the robots easily 

and conveniently. Therefore, hand gesture recognition is 

an indispensable key technology in the new generation of 

human-computer interaction technologies [1-3]． 

 

 

Initially, people used data glove to collect the data of hand 

joints for hand gesture recognition. But the hand gesture 

recognition Technology based on data glove is not suitable 

for practical application, because the data glove is 

expensive and not flexible for user. Now hand gesture 

recognition Technology based on vision is widely 

researched and applied, it obtains images with camera, and 

used image processing methods for processing and analysis, 

then accomplishes the purpose of hand gesture recognition. 

Compared with the hand gesture recognition based on data 

glove, hand gesture recognition based on vision is more 

natural and convenient, and has a great application value. 

In the complex environment conditions, images obtained 

by camera are easily affected by complex background and 

illumination variation, that makes it difficult for image 

processing and analysis. Therefore, the accuracy of hand 

gesture recognition is difficult to improve [4-6]. In this 

case, this paper presented a hand gesture recognition 

method based on Kinect, it used Kinect to obtain depth 

information and color images at the same time. The depth 

information is only determined by the distance between 

object and Kinect, it has strong robustness to the influence 

of complex background. The method combined depth 

information with color images for image segmentation, 

then extracted feature information of the hand images after 

segmentation, and used the feature information to train 

support vector machine to get classifier, and then used the 

classifier to recognize hand gestures. Finally, the method 

was used in robot controlling to achieve natural and 

convenient human-computer interaction. 

2. Hand Gesture Segmentation 

Kinect is a 3d sensor which is released by Microsoft 

Corporation. On the Kinect, there is a color (RGB) camera, 

an infrared (IR) projector, and an infrared (IR) sensor. 

With the RGB camera, color images of the scene in front 

of the Kinect can be obtained immediately. The IR 

projector can emit a grid of near infrared (NIR) light in 
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front of it. When the NIR light irradiates objects with 

rough surfaces, according to the distance of the objects, 

there will be some different patterns on the surface of the 

objects. The IR sensor is a CMOS camera that can receive 

the patterns. Then the patterns are decoded in the Kinect to 

determine the depth information [7-8]. 

2.1 Foreground Extraction 

In this paper, the frame rate of Kinect was set to 30 Hz, 

and the resolution of the image was set to 640 × 480 pixels. 

With the Kinect, color images and depth information could 

be obtained at the same time. It is the value of distance 

from Kinect to the objects that is stored in each frame of 

depth information. Then the foreground in the range of 0.5 

meters to 1.2 meters was retrieved from color images 

based on depth information. In this way, the images of 

hand without any other part of the experimenter's body 

could be obtained; see Fig. 1. 

 

 

   

Fig. 1  Foreground extraction. 

2.2 Skin Color Segmentation 

The hand images which were obtain from Kinect is a RGB 

(Red, Green, Blue) color image. In RGB color space, the 

color of each pixel is defined by R, G and B values. The R, 

G and B values have a high correlation, and are easily 

affected by illumination variation. As a result, it is not 

suitable for color segmentation in RGB color space. 

Therefore, the hand images were transformed from RGB 

color space to HSV color space. The definition of color in 

HSV color space accords with the character of human 

vision perception very much. In HSV (Hue, Saturation,  

Value) color space, H and S values are used to describe the 

different colors; V value reflects the light and dark of 

different colors because of light intensity. Hence, color 

segmentation based on HSV color space can eliminate the 

influence of light intensity [9]. 

 

Firstly, the hand images in RGB color space were 

transformed to HSV color space. Then, the color 

histograms of hand were extracted; see Fig. 2. After 

analysis of the color histograms, the threshold was 

determined as follow: 0 ≤ H ≤ 15 or 170 ≤ H ≤ 180, and 50 

≤ S ≤ 130. The values of pixels within the range of 

threshold were replaced with the value of 1, the other 

pixels were replaced with the value of 0. Finally, binary 

images were achieved after the color segmentation of hand 

images. 

 

 

  
H histogram                                        S histogram 

Fig. 2  Hand color histograms. 

After skin color segmentation, there was some noise in the 

binary images. As a result, median filtering was necessary 

before extracting features. Median filter is a kind of 

nonlinear spatial filters, it provides excellent noise-

reduction capabilities for certain types of random noise, 

with considerably less blurring than linear smoothing 

filters of similar size. In order to perform median filtering 

at a point in an image, the values of the pixel in question 

and its neighbors must be sorted at first, then determine 

their median, and assign this value to that pixel. Fig. 3 

shows the result of median filtering. 

 

 

   

Fig. 3  Median filtering. 

3. Feature Extraction 

Fig. 4 shows the binary images of hand gestures which are 

defined in Sebastien Marcel Static Hand Posture Database 

that were obtained through Kinect. Then the HU invariant 

moments and compactness of the images were calculated 

as feature information for hand gesture recognition. 

3.1 Hu Invariant Moments 

In image processing, moments are usually used to describe 

geometrical features of images, and are used as the basis of 

classification. If the resolution of the image is m × n and 
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Fig. 4  Binary images of hand gestures. 

),( yxF  is the value at point ),( yx , then the (p + q) th 

moments pqm  and the (p + q) th central moments pq  

can be calculated as follows: 
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Moments and central moments can be used as shape 

feature information for images classification, but they are 

not invariant of transformation, rotation and scale at the 

same time. In 1962, HU M.K. put forward the concept of 

moment invariant, also called Hu invariant moments. Hu 

invariant moments are invariant of translation, rotation and 

zoom, therefore they are widely used in image 

classification and recognition [10]. Hu invariant moments 

are constructed with normalized second central moments 

and third central moments, the normalized central moments 

can be calculated by zero moment as the following 

equation: 
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HU invariant moments are calculated as follows: 
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 3.2 Compactness 

The same hand gestures in different images were not 

identical because of gesture polymorphism and the 

influence of the camera angle. Therefore, the Hu invariant 

moments of images changed slightly. As a result, the 

accuracy of hand gesture recognition was reduced. In order 

to raise the accuracy, two shape features based on 

compactness were introduced [11-12], they are calculated 

as follows: 
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Where l  is the circumference of gesture contour, S  is the 

area of gesture, rectS  is the area of minimum enclosing 

rectangle. 

4. Hand Gesture Recognition 

SVM was served as classifier for hand gesture recognition. 

The first three parameters in Hu invariant moments and the 

two shape features were used as feature information to 

train SVM, and then the classifier is obtained. 

  

SVM is first put forward by Cortes and Vapnik in 1995, 

and has become a new method of machine learning. SVM 

is based on VC dimension theory and structure risk 

minimization principle, it excels in addressing high-

dimension and solving small sample size problem. SVM 

performs classification and recognition by finding optimal 

hyperplanes in the feature space. When samples are linear 

separable, the optimal hyperplanes can be find directly. 

For the linear non-separable problems, it can be solved by 

introducing slack variables. In fact, most of the questions 
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are nonlinear, they needs to be transformed into linear 

problems in a high dimension space by kernel functions to 

solve [13-14], three common kernel functions are as 

follows: 

 

1. Polynomial kernel function: 
dT cvuvuK )(),(                                                 (13) 

 

2. RBF kernel function: 

)||||exp(),( 2vuvuK                                     (14) 

 

3. Sigmoid kernel function: 

)tanh(),( cvuvuK T                                           (15) 

 

RBF kernel function was used in the method, it has good 

stability and wide convergence domain, and has a wider 

application range than the others. In the experiment, in 

addition to the parameters in kernel function, the penalty 

parameter C is equally important. The value of C 

determines how important the off-group points data is. The 

bigger the value of C is, the more important the off-group 

points data is. 

5. Results and Analysis 

5.1 Experimental Research 

The hardware equipment of hand gesture recognition 

includes computer and Kinect. The operating system of 

computer is Windows 7; the driver software of Kinect is 

Kinect for Windows SDK v1.8. The software developing 

platform is Visual Studio 2010. Both Open Source 

Computer Vision Library (OpenCV) and LIBSVM tools 

are used for software development. 

 

 

Fig.  5 Parameters optimization. 

With the Kinect, one hundred and sixty images were 

obtained randomly for every hand gesture in Sebastien 

Marcel Static Hand Posture Database. One hundred of the 

images were used as training samples, the others were used 

as test samples. The training samples were used to extract 

feature information, and the feature information were used 

for parameters optimization with "grid.by" which is 

included in the LIBSVM tools. Fig. 5 shows the result of 

parameters optimization. Then the optimal parameters and 

feature information were used to train SVM. The test 

samples were used for hand gesture recognition after 

feature extracting. Table 1 shows the results of hand 

gesture recognition, and the suggested method is more 

accurate than the method which only use Hu invariant 

moments as feature information. 

Table 1: Results of hand gesture recognition 

Hand 

Gesture 
Recognition Rate(%) 

Our Method Hu Method 

A 100 98.33 

B 98.33 96.67 

C 96.67 96.67 

Five 100 100 

Point 100 100 

V 100 98.33 

Average 99.17 98.33 

 

5.2 Robustness Analysis 

In the complex environment conditions, complex 

background and illumination variation make it difficult for 

hand gesture segmentation. As a result, the accuracy of 

hand gesture recognition is reduced. In Fig. 6, a and d are 

the hand gesture segmentation in dim light, b and e are the 

hand gesture segmentation in bright light, c and f are the 

hand gesture segmentation in complex background. From 

Fig. 6, the hand gesture segmentation method is stable to 

the influence of illumination change and complex 

background, and has strong robustness. In the experiment, 

every hand image which was used to do hand gesture   

 

     
                      a                       b                                  c 

     
                      d                       e                                  f 

Fig. 6  Hand gesture segmentation in different condition. 
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recognition is different, they have some changes of 

translation, rotation and zoom. Combined with the table 1, 

we can see that the hand gesture recognition method has 

strong robustness to translation, rotation and zoom. 

5.3 Robot Control  

NAO was used in this experiment, it is a programmable 

humanoid robot developed by Aldebaran Robotics, a 

French robotics company. NAO has 25 degrees of freedom, 

and has many kind of sensors, it is widely used in scientific 

research and family service. In the robot control system, 

hand gestures (a, b, c, five, point, v) were defined as 

control commands (go, turn left, turn right, sit down, stand 

up, say hello) to the robot. The system used Kinect to 

obtain hand images, then do hand gesture recognition. 

According to the results of hand gesture recognition, the 

defined control commands were executed. Fig. 7 shows the 

work flow of robot control system. The results show that 

the system can be used to control the motion of the robot. 

 

 

Fig. 7 Work flow of robot control system. 

6. Conclusions 

In this paper, we present a hand gesture recognition 

method based on Kinect. The method uses Kinect to obtain 

hand images, then performs skin color segmentation and 

feature extraction to the images, and uses SVM as 

classifier. Experimental results show that the method has 

strong robustness to the influence of background 

interference, illumination variation, translation, rotation 

and zoom, and can be used to control robot. Future work 

will focus on the research of dynamic gesture recognition 

and its application. 
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