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Abstract 

Data mining technology is becoming increasingly important and 

popular due the huge amounts of digital data that is stored globally. 

It provides methods and techniques to analyze these huge data 

repositories to extract useful information, which then is used to 

feed the decision making process. Classification is one of the data 

mining approaches to analyzing data. Other popular approaches 

are association rule mining and clustering. Various classification 

techniques have been identified in the literature including decision 

tree classification, rule-based classification, naïve Bayesian 

classification, Bayesian belief networks, and rule-based naïve 

Bayesian classification. One of the main differences between these 

classification techniques is the representation scheme used by each 

classification technique. A representation scheme captures the 

classification criteria and knowledge that a system learns from a 

pre-classified training set. In this paper we provide a comparative 

assessment of some these representation schemes and describes 

the advantages and disadvantages of each classification technique 

and its underlying representation scheme.  

Key Words: Database, Data Mining, Classification, Machine 

Learning. 

1. Introduction 

With the advent of the Internet, world-wide-web, and 

mobile computing the volume of digital data stored on 

servers distributed globally has grown exponentially in 

recent years. It is becoming very challenging to analyze data 

that can be measured in Petabyte and even Exabyte in order 

to efficiently employ knowledge extracted from this data in 

decision support and other beneficial data processing 

activities. Classification, among other data mining methods, 

provides a way for intelligently handling and benefiting 

from such “Big Data” in decision support systems and other 

analytic processing.  

Classification is concerned with being able to process and 

map data to appropriate classes where pieces of data that 

share common characteristics are classified together in one 

class. In structured data such as relational databases, each 

record in a dataset needs to be associated with one of the 

available classes. One column in the data set, usually called 

a class label, is used to identify the class name to which the 

record belongs. Normally there are few classes and each 

class is shared by many records in the dataset. The objective 

of classification is to be able to classify new records whose 

classes have not yet been known [1,2] in an automated 

fashion. This is normally achieved by providing the 

classifier with a pre-classified dataset, which is called 

training set. Machine learning techniques are used by the 

system to derive (i.e., learn or discover) the criteria based 

on which the records in the training dataset have been 

classified. Going forward, the system uses the learned 

criteria to classify new unclassified records [1,3,4]. The 

learned classification criteria are sometimes called 

classification model. A representation scheme is needed to 

capture and represent the classification model.  

Overall, the classification process passes through two steps. 

The first step is called the learning step, in which the 

classification model is built by learning from the training 

set. After the system constructs the classification model, 

and after performing some testing, the system becomes 

ready for the second step. In the second step, which can be 

called the application step, the classifier applies the 

classification model that it learned to new records in order 

to predict their classes. The training set contains records 

whose classes are known. A training set can be classified 

manually by giving unclassified records to experts in the 

application domain. Those experts can then classify the 

records based on their expert knowledge. Another way to 

build the training set is to use historical data whose classes 

have become known facts. For example, in banking loan 

system, the historical data can show who of the loan 

applicants actually paid back their loan and who did not. 

The dataset contains various data about applicants.  A 

column named, say,  “Loan Payment”, which shows who 

paid and who did not pay back the loan, can be the class 

label.  In any way, the level of correctness and 

trustworthiness of classifications in the training set should 

be extremely high because it is used to train the 

classification software during the learning step.  

Classification techniques differ in the representation 

scheme they use to represent the classification model. Many 

classification techniques have been described in the 

research literature. Examples of these techniques include 

decision tree classifiers [5,6,7,8], rule-based classifiers 

[9,10], naïve Bayesian classifiers [11,12], rule-based naïve 
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Bayesian classifiers [13], and Bayesian Belief Networks 

[14,15,16]. In decision tree classifiers, the learned model is 

represented as a decision tree. A rule-based classifier, on the 

other hand, represents the derived classification model as a 

collection of rules where each rule has few conditions and 

a consequence. The consequence of each rule is the class to 

which the record belongs. Bayesian classifiers are 

considered to be statistical classifiers in which the 

classification model is represented by a set of equations that 

are based on Bayes’ theorem. Similarly, each classification 

technique has its own representation scheme for 

representing the learned model. 

In this paper we briefly describe some popular classification 

techniques and their underlying representation schemes.  

We also compare the advantages and disadvantages of these 

various representation schemes. We mainly focus on the 

following classification techniques: decision tree 

classification, rule-based classification, naïve Bayesian 

classification, rule-based naïve Bayesian classification and 

Bayesian belief networks. Section 2 of this paper provides 

a brief description of each of these classification methods. 

In Section 3, we provide a comparison of the advantages 

and disadvantages of these techniques. Conclusions are 

given in Section 4.  

2. Classification Methods 

In this Section we explore some classification methods. For 
each classification method, we provide a brief description 
followed by an example. The example shows how the 
method is applied to sample data and gives an idea about 
the complexity associated with each classification method. 
Section 2.1 describes Decision Tree classification, Rule-
Based classifiers are described in Section 2.2.  In Section 
2.3, Naïve Bayesian classification is explained. A new 
classification method called Rule-based Naïve Bayesian 
Classification (RNBC) is described in Section 2.4. And 
finally, in Section 2.5, we briefly show how Bayesian Belief 
Networks are used as classifiers.  

2.1 Decision Trees 

Decision trees represent a powerful classification 
technique. Several algorithms exist for building decision 
trees from training datasets. For example: ID3 (Iterative 
Dichotomizer 3), CART (Classification and Regression 
Tree), and C4.5 [1,2,8,17].  One of the differences between 
these algorithms is the way attributes are chosen as splitting 
nodes in the tree.  

Table 1 shows a training dataset that can be used to build a 
decision tree  We will use the sample data shown in Table 
1 to demonstrate how decision trees are used to classify data 
(we will also use this dataset in later sections to demonstrate 
how other classification techniques work). The class label 
in Table 1 is Loan Worthy (LW), which indicates whether 

a client can or cannot be given a loan based on the given 
data about the client. The data used to determine loan 
worthiness are shown in the rest of the columns in the 
dataset. These are Age (A), Marital Status (M), Home 
Owner (HO), and Gender (G). The values in the attribute 
Age are “junior” for ages 22 to 35, “middle” for ages 35 to 
50, and “senior” for ages greater than 50. As an example, 
the first client (that is represented by the first row in the 
dataset) has the following values for the various attributes: 
A = junior, M = yes, S = high, HO = yes, and G = M. Based 
on this data, the decision shown in the LW column is “yes”. 
In other words, based on the given data the client is 
classified as a person who can be give a loan because most 
likely he will pay it back. This is based on past experience 
made by the bank.  

 

Table 1: Class-Labeled Training Records 

Age 

(A) 

Married 

(M) 

Salary 

(S) 

Home 

Owner 

(HO) 

Gender 

(G) 

Loan 

Worthy 

(LW) 

junior yes high yes M yes 

middle no low yes M no 

senior no low no M no 

senior no low yes M no 

middle yes high yes F yes 

junior no high yes F yes 

junior yes low yes F yes 

middle yes high no F yes 

middle no low no M no 

junior no low no M no 

junior no high yes M no 

senior yes low no F yes 

middle yes high yes F yes 

junior no high yes F yes 

junior no high no F no 

senior yes high yes F yes 

senior yes high no F yes 

 

In the decision tree construction process, a classification 
algorithm produces the decision tree based on class-labeled 
training records (in this paper we use the words “record” 
and “tuple” interchangeably) shown in Table 1. In a 
decision tree diagram, each non-leaf node corresponds to a 
test on an attribute and each edge represents an outcome of 
the test. If the outcome of a test consists of records that 
belong to more than one class (i.e., a mixed set of records), 
further tests are needed to complete the classification along 
that branch by adding more non-leaf nodes (i.e., test nodes) 
to the tree. Alternatively, if the outcome of a test consists of 
records that belong to only one class, a leaf node is added 
to indicate that the records that satisfy the conjunction of 
the tests along the path from the root node to the leaf node 
are placed in one class.   

To build a decision tree from training dataset an attribute 
selection measure is needed. An attribute selection measure 
is used to make optimal selection of the attribute that best 
separate the records into distinct classes. This is to insure 
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we obtain a compact tree in the end. Several such measures 
have been reported in the literature. In this paper we use one 
of those measures, namely, Entropy (also called 
Information Gain). This measure is used by the algorithm 
ID3 [2]. At each node in the decision tree the classification 
algorithm selects the attribute with the highest information 
gain as the splitting attribute. 

To find which attribute has the highest entropy, a three-step 
process is applied. The Function attribute_selection shown 
below incorporates those three steps in the form of three 
equations (1), (2), and (3). In the first equation, the 
information needed to classify a record in the dataset D is 
computed. This equation handles only the distribution of 
records over classes. Equation 2 examines attribute values 
in order to measure the impact of each attribute on the class.  

Function attribute_selection 

 
/* Compute the information needed in 

order to classify a record in the 

dataset D. */ 

 

 (1) 

 
/* in the above equation i is the 

class, pi is the probability a record 

falls in the ith class. */  

 

FOR EACH attribute X in the dataset other than the 

class label attribute DO 

 

/* find the information needed (after 
using X to split the dataset D into v 

partitions) to classify the dataset D. 

each Dj is a partition of the dataset 

D. |D| is the number of the rows in 

the dataset or partition. */ 

 

  

                      (2)    

  

 
/* Information gained by branching on 

attribute X can be obtained by 

subtracting the result of Equation 2 

from the result of Equation */ 

 

                    (3) 

 

END FOR EACH Loop 

EndFunction 

 

Equation 1 of the algorithm is applied to the dataset only 
one time at the very beginning. Equation 2 and Equation 3 
are computed for each attribute. The attribute that results in 
the highest gain as given by Equation 3, is chosen as the 

splitting attribute. The function is repeated at each level of 
the tree until leaf nodes are reached. Leaf nodes represent 
records that belong to only one class.  

To apply Equation 1 to the dataset of Table 1, we notice that 
there is a total of seventeen records, ten of them have class 
label of “LW = yes” and seven of them are “LW = no”. 
Substituting in Equation 1, we obtain: 

Info (D) = – 7/17 log2 (7/17) - 10/17 log2(10/17)  

= – 0.412* - 1.280 - 0.588* - 0.675  

= 0.997 bits 

 

The FOR EACH loop of the algorithm computes the 
information gain corresponding to each attribute by using 
Equations (2) and (3). To demonstrate, we show below how 
these two equations are used to compute the information 
gain corresponding to the attribute Age.  

 For Age = junior, there are four records whose class label 
is “yes” and three records whose class label is “no”. For Age 
= Middle, there are three “yes” records and two “no” 
records. For Age = senior, there are three “yes” records and 
two “no” records. The expected information needed to 
classify a record in the dataset of Table 1 if the records are 
partitioned according to Age can be obtained by substituting 
in Equation 2 as shown below.  

 

InfoA (D) = 7/17*(– 3/7 log2 (3/7) -4/7 log2 (4/7)) +   

     5/17 * (– 2/5 log2 (2/5) - 3/5 log2 (3/5)) +  

     5/17* (– 2/5 log2 (2/5) - 3/5 log2 (3/5))  

    = 0.975 bits 

 

Subsequently, the information gain is obtained by 
substituting in Equation (3) as shown below. 

Gain (A) = 0.977 – 0.975 = 0.002 

 

Similarly the FOR-EACH loop computes the Gain for the 

remaining attributes. The final values of the Gain for these 

attributes are: 

 

Gain (M) = 0.57,    Gain (S) = 0.20,  

Gain (HO) = 0.05,  Gain (G) = 0.46 

 

Based on the above computations, attribute Married (M) 
provides us with the highest information gain. Therefore we 
start with is as the first node (root node) in the tree as shown 
in Figure 1. The left branch (identified by “M = yes”) 
stemming from that node results in homogeneous 
classification since all records whose “M = yes” belong to 
the class LW = yes. Therefore no further splitting nodes are 
needed along that branch. On the other hand, the right 
branch in which “M = no,” results in inhomogeneous 
classification since some records are classified as “LW = 
no” and other records “LW = yes.” Therefore we need to 
identify another attribute from the remaining set of 
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attributes to branch on. We do that by re-applying the 
attribute_selection function to find the attribute with the 
highest Information Gain. However, this time we apply it to 
the subset of records that satisfy the condition “M = no”. 
We exclude Married from the set of attributes used by the 
function since this attribute has already been used in the 
decision tree of Figure 1.  

If we repeat this process by re-applying the 
attribute_selection function every time there is a branch 
with inhomogeneous classification, we will end up with the 
decision tree shown in Figure 1. A leaf node is labeled with 
“yes” or “no” to indicate the class to which these records 
belong. For example the path that starts at the root and goes 
through the edges identified by conditions (Married = no), 
(Age = junior), and (Gender = M) ends up at the leaf node 
labeled with a ‘no’. This means that a record that satisfies 
these three conditions is predicted to belong to the class 
“LW = yes”.  

After the decision tree is build, it becomes ready to be used 
to classify new records. Assume we have the new record 
<A=junior, M=no, S=low, HO=yes, G=female>. According 
to the decision tree of Figure 1, we start with the value of 
M. Since “M = no” in the new record, we branch to the Age 
node. Because “Age= junior”, we branch to the Gender 
node. Next since “G= f” in the new record, we branch to the 
Home Owner node. Finally, since “HO = yes” in the new 
record we branch to the node labeled “yes.” In other words, 
a classification system would predict that this record is 
classified as “LW = yes” by tracing the decision tree.   

 
 
Figure 1: Decision Tree for the data of Table 1 

 

 

 

2.2 Rule-Based Classifiers 

In general, there are two methods for constructing a 

rule-based classifier. The first method is called Direct 

Method. The classification rules, in this method, are directly 

derived from the training dataset. A class of algorithms 

called sequential covering algorithms use this method. A 

classification rule in sequential covering algorithms are 

created sequentially, that is, one at a time. Each time a rule 

is created, the records that satisfy the rule are taken out from 

the dataset, and the process is repeated on the records that 

remain. RIPPER [18] is an example algorithm that follows 

the direct method. The second method is called Indirect 

Method. The rules in this approach are not derived directly 

from the data set, but they are extracted from another 

classification technique similar to decision trees. An 

example algorithm that uses this method is C4.5 [18]. In 

C4.5 algorithm, a decision tree is created first, then a set of 

classification rules are created based on the decision tree.  

A classification  rule is of the form: 

Ri: (Condition1  AND  Condition2, … AND  Conditionn)  Classx 

Which means that if the attributes of a new record satisfy 

the conditions: Condition1, Condition2, …, AND Conditionn 

then it is classified as Classx.. Ri is the rule-ID. The left hand 

side of a rule is a conjunction of conditions on some or all 

of the attributes in the dataset except the attribute that 

represents the class label. The right hand side is the class, 

which in our example is either “LW = yes” or “LW = no”. 

Using the indirect method, where classification rules can be 

derived from a decision tree, we show three of the rules that 

can be derived from the decision tree of Figure 1.  

R1:  (M = no) AND (Age = Junior)  AND (G = f)  

AND (HO = yes)   LW = yes 

R2:  (M = no) AND (Age = Junior)  AND (G = f) AND  

(HO = no)   LW = no 

R3: (M = no) AND (Age = Junior)  AND (G = m)   

 LW = no 

If the attribute values of a record satisfy the conditions of a 

rule R, the rule is said to cover the record. Hence rule R3 

covers the 10th and 11th records in the dataset of Table 1. In 

addition, a record is said to satisfy a certain rule if all the 

conditions in the left hand side of the rule are satisfied by 

the record’s values. The rule coverage is defined as the 

percentage of tuples in the dataset that satisfy the rule [2]. 

This can be expressed by the following equation.  

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 of rule (𝑅) =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑢𝑝𝑙𝑒𝑠 𝑠𝑎𝑡𝑖𝑠𝑓𝑦𝑖𝑛𝑔 𝑅

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑢𝑝𝑙𝑒𝑠 
 

Substituting in this equation for rule R3 above, we obtain: 

Coverage of rule (R3) = 2/17 = 0.18. 

 

If no record satisfies more than one rule, the rules are said 

to be mutually exclusive. The set of rules is said to be 

exhaustive if each tuple in the dataset is covered by at least 

one rule. If a record is satisfied by multiple rules, a conflict 
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resolution method is normally employed to select the rule 

to apply [18]. One of the resolution methods is to assign 

weights to the rules, and the rule with the highest weight is 

applied.  

2.3 Naïve Bayesian Classification 

Naïve Bayesian classification [2,19]  is a classification 

technique that is based on Bayesian Theorem. If a new tuple 

T is to be classified, Bayesian Theorem is used to compute 

the probability that it belongs to class Ci by using Equation 

(1) as shown below. 

𝑃(𝐶𝑖|𝑇) =  
𝑃(𝑇|𝐶𝑖)𝑃(𝐶𝑖)

𝑃(𝑇)
       (1) 

 In the above equation P denotes probability and the 

notation P(T|Ci) represents the conditional probability of T 

given that the class is known to be Ci. Ci is a class that 

belongs to the set of classes { C1, C2, C3, …} for the dataset. 

Equation (1) is computed for every one of these classes and 

the class whose P(Ci |T) is largest is identified as the tuple’s 

class. When computing P(Ci|T) for every Ci, the 

denominator P(T) is constant across all classes. Hence it can 

be removed from the equation. Thus, Equation (2) below 

can be used to find the class that has the highest probability. 

𝑃(𝐶𝑖 |𝑇) ~ 𝑃 (𝑇|𝐶𝑖 )𝑃(𝐶𝑖)     (2)  

Where the symbol “~” denotes that the left hand side is 

proportional to the right hand side.  

Naïve Bayesian classification is based on the assumption of 

class-conditional independence (this is the reason it is 

called “naïve”). This assumption basically means that 

attribute values of the tuple T are independent of each other. 

As a consequence, if T is the n-tuple <t1, t2, … tn>, then 

P(T|Ci) in Equation (2) above can be computed by using 

Equation (3) below.  

𝑃(𝑇|𝐶𝑖 ) = ∏ 𝑃(𝑡𝑘| 𝐶𝑖 
𝑛
𝑘=1 ) = 𝑃(𝑡1|𝐶𝑖) × 𝑃(𝑡2 |𝐶𝑖) × … .×

                                                        𝑃(𝑡𝑛 |𝐶𝑖)                 (3)   

The justification for Equation (3) is based on probability 

theory, where the joint probability of independent events 

can be computed by multiplying the probabilities of these 

events. Therefore, to compute P(Ci|T) based on Equation (2) 

we need to compute P(Ci)  and compute P(T|Ci) based on 

Equation (3) and multiply the two results. This is performed 

for each class Ci and the class with the highest value is 

chosen as the class for the new tuple T. 

As an example, assume a new tuple T for a new loan 

applicant is inserted in Table 1. The values of the 

attributes for the new tuple T are: (“junior”, “no”, “low” 

“no”, “M”).  These values are in the same order as the 

table’s attributes. Below we use Naïve Bayesian 

classification to predict the value of the class label 

attribute Loan Worthy (LW). 

 

There are two classes as identified by the class label, namely 

LW = “yes” and LW = “no”.  

Substituting in Equation (2) for each of the two classes, we 

get: 

 

P (LW = “yes”) ~ P (T| LW = “yes”)  P(LW = “yes”)        (4) 

P (LW = “no”)   ~ P (T| LW = “no”)  P(LW = “no”)         (5) 

 

In the first step below, we compute P(LW = “yes”) and 

P(LW = “no”) used in Equations (4) and (5). 

 

P(LW = “yes” )  = 10/17 = 0.59 

P(LW = “ no” ) =  7 / 17 = 0.41 

 

In the second step below, we compute P (T| LW = “yes”) 

and P (T| LW = “no”)  by substituting the individual 

probability values for each attribute value into Equation 3. 

 

P (A = ‘junior’| LW = ‘yes’ )  = 4/10 = 0.4 

P (M = ‘no’| LW ‘yes’ ) = 2/10 = 0.2 

P (S = ‘low’ | LW  = ‘ yes’) = 2/10 = 0.2 

P (HO= ‘no’ | LW  = ‘yes’ ) = 3/10 = 0.3 

P (G =’m’ | LW = ‘ yes ’ ) = 1/10 = 0.1 

 

P(T| LW = “yes”) = 0.4 * 0.2 *0.2 *0.3*0.1 = 0.00048 

 

P (A= ‘junior’ | LW = “ no ” ) = 3/7 = 0.429 

P (M = ‘ no’ | LW = “ no ” ) = 7/7 = 1 

P (S = ‘ low’ | LW  = “ no ” ) = 5/7 = 0.714 

P (HO= ‘ no’ | LW = “ no”) =4/7 = 0.571 

P (G=’m’ | LW “ no ” ) =6/7 = 0.857 

 

P(T| LW = “ no ”) = 0.429*1*0.714*0.571*0.857  = 

0.14988 

 

In the final step, we perform the multiplication represented 

by Equations (4) and (5) to obtain the final result. 

 

P (LW = “yes”) ~ P(T| LW = “ yes”) * P(LW = “yes”)=  

0.0005* 0.59   =  0.000282 

 

P (LW = “yes”) ~  P(T| LW = “no”) * P( LW = “no”) =  

0.1499 * 0.41 = 0.0616 

 

Since P (LW = “no”) > P (LW = “yes”), the class of the new 

row is identified as LW = “no”. 

2.4 Rule-based Naïve Bayesian Classifier (RNBC) 

In naïve Bayesian classification, every time a tuple is to be 

classified, the whole dataset should be scanned in order to 

apply a set of statistical equations. The final result of these 
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equations determines the class to which the record should 

belong. If the dataset is very large as often is the case, the 

need to scan the whole dataset whenever a new record is 

inserted is considered a disadvantage from a performance 

perspective. This is because of the high cost of scanning a 

large dataset. To alleviate this problem, a new approach was 

introduced in [13] in which a probabilistic model based on 

Naïve Bayesian classification is used for building a set of 

classification rules. This approach is called Rule-based 

Naïve Bayesian Classification (RNBC).  

A three step-methodology is used in RNBC to build the set 

of classification rules [13]. The Bayesian equations are used 

only at the beginning of the process in order to create the set 

of classification rules. These rule cover all possible 

classification cases. Once this rule set is compiled, any new 

record can be classified by searching the set of rules to find 

the rule that is satisfied by the attribute values of the record. 

That rule is then applied to infer the record’s classification. 

In other words, the Bayesian equations don’t have to be 

applied against a large dataset every time a new record is to 

be classified. The three-step methodology for building such 

a rule-based classifier [13] is summarized below.   

Step 1. Generate records that contain all possible 

combinations of attribute values that exist in the 

dataset. 

Step 2. For each generated record, compute the 

probability of each class. 

Step 3. Generate the classification rules, one rule for 

each generated record. The class identified by each 

rule is the class with the highest probability. 

 

We can demonstrate how those three steps work by showing 

an example based on Table 1. The following are the set or 

permissible values for each attribute (i.e., the domain of the 

attribute). 

Age = {junior, middle, senior},   Married = {yes, no},    

     

Salary = {high, low},   Home Owner = {yes, no}, 

Gender = {male, female}    

 

The number of permissible values for each attribute is 

shown below.   

 

|Age| = 3,   |Married| = 2, |Salary | = 2 

|Home Owner| = 2,  |Gender| = 2 

 

The total number of records that represent all possible 

combinations of attribute values can be computed by 

multiplying the number of permissible values in each 

attribute as shown below. 

 

Total Number of possible records = 3 * 2 * 2 * 2 * 2 = 48  

 

Step 1 in the methodology generates the 48 possible 

records. In step 2, the system applies Naïve Bayesian 

classification equations to each of the 48 records just as 

shown in Section 2.3 of this paper. For instance, one of 

those 48 records is the one shown in the example of Section 

2.3, which is the record <“junior”, “no”, “low” “no”, “M”>. 

The computations performed in Section 2.3 concluded that 

the class of this record is LW = “no”. Similar computations 

are performed in Step 2 for the remaining 47 records to 

determine their classes. 

 

In Step 3, the results of Step 2 are summarized in the form 

of IF-Then Rules. For example, the rule that corresponds to 

the record <“junior”, “no”, “low” “no”, “M”> is shown 

below.  

 

IF (A = junior) AND (M = no) AND (S = Low) AND (HO 

= no) AND (G = Male) THEN LW = “no”. 

From that point on, whenever a new record is to be added, 

all the system has to do is to find the rule whose conditions 

are satisfied by the data in the new record. That rule is fired 

to infer the class.  

2.5 Bayesian Belief Networks (BBN) 

Unlike Naïve Bayesian classifier, a BBN does not assume 

that attributes in a dataset are mutually independent [16]. 

The dependencies between attributes are represented in the 

form of a directed acyclic graph (dag), with nodes 

representing attributes and edges between nodes represent 

dependencies [14,15,16]. Figure 2 shows a BBN in which 

six attributes from the medical domain are represented. 

These attributes are Sodium Intake (SI), Obesity (O), High 

Blood Pressure (HBP), Diabetes (D), Headache (H), and 

Eye Disease (ED).  

 

A node in a BBN is assumed to be conditionally 

independent of all of its non-descendants if its parents are 

known [15,16]. A probability table associating each node to 

its immediate parent is added to each node. The table is 

called conditional probability table (CPT). These tables are 

shown in Figure 2. For example, the first row in the CPT 

associated with High Blood Pressure (HBP) node indicates 

that P(HBP| SI=yes AND O = yes) = 0.8. The CPT 

associated with nodes that have no parents such as SI 

represent the prior probabilities. 
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Figure 2. A Bayesian Belief Network from the Medical Field 

 

Computations using BBN normally use the probability 

Chain Rule. This rule can be stated as follows. Let E1, E2, 

E3, .. En be different events that are not necessarily 

independent, then  

 

P(E1,E2) = p(E1|E2) p(E2) 

We can extend this to three events: 

P(E1, E2, E3) = P(E1| E2, E3) P(E2, E3)  

         = P(E1| E2, E3) P(E2| E3) P(E3) 

 

and in general, the chain rule for n variables  is represented 

as follows: 

P(E1, E2, ..., En) = P(E1| E2, ..., En)  P(E2| E3, ..., En)  

P(En-1|En) P(En) 

 

The chain rule is used for finding Joint probability in terms 

of conditional probabilities. When applying this rule to a 

BBN we need to take into consideration the assumption that 

a node in a BBN is conditionally independent of all of its 

non-descendants, given its parents. Consider the BBN 

shown in Figure 3 with nodes V, W, X, Y, and Z  

 

Figure 3: Dependencies between variables 

 

Based on the dependencies that exist in Figure 3, we can 

perform the following simplifications to the probability of 

conjunction of events. 

 

P(V, W, X, Y, Z) = P(Z | V, W, X, Y) P(V, W, X, Y)   

                                      /*from probability properties */ 

 = P(Z | X) P(V, W, X, Y)    
 /* Z is independent of V,W,Y. therefore we can omit them.*/  

 =  P(Z | X) P(Y | V, W, X) P(V, W, X)  

 = P(Z | X) P(Y | W, X) P(X | V, W) P(V, W)        

 = P(Z | X)  P(Y | W, X)  P(X | V)  P(W | V)  P(V) 

 

Below we show how computations can be performed for 

three different cases based on the BBN and the CPT tables 

of Figure 2. 

FIRST: Given the BBN shown in Figure 2, the 

computations below find P(HBP = yes). 

P(HBP = Yes) = ∑𝑥∈{𝑌𝑒𝑠,𝑁𝑜} ∑𝑦∈{𝑌𝑒𝑠,𝑁𝑜}  

P(HBP=Yes | SI=x, O=y) * P(SI = x, O=y) 

= ∑𝑥∈{𝑌𝑒𝑠,𝑁𝑜} ∑𝑦∈{𝑌𝑒𝑠,𝑁𝑜} P(HBP=Yes | SI=x, O=y) *           

P(SI=x) * P(O=y) 

 

           = P (HBP=Yes | SI=Yes, O=Yes) P (SI=Yes) P (O=Yes) + 

              P (HBP=Yes | SI=Yes, O=No) P (SI=Yes) P (O=No) + 

             P (HBP=Yes | SI=No, O=Yes) P (SI=No) P (O=Yes) + 

            P (HBP=Yes | SI=No, O=No) P (SI=No) P (O=No) 
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 = (0.8 * 0.4 * 0.7) + (0.6 * 0.4 * 0.3) + (0.35 * 0.6 * 0.7) 

+ (0.1 * 0.6 *0.3)  = 0.46 

 

SECOND: Given the BBN shown in Figure 2, the following 

shows how P(HBP = yes | H = Yes) can be computed.  

P(H = Yes) = ∑𝑥∈{𝑌𝑒𝑠,𝑁𝑜} P(H=Yes | HBP=x) * P(HBP = x) 

                       = (0.85 * 0.461) + (0.2 * 0.539)  

                       = 0.49965 

 

P(HBP= Yes | H = Yes) = 
P(H = Yes | HBP = Yes) ∗ P(HBP = Yes)

P(H = Yes)
 

= 
0.85∗0.461

0.49965
   = 0.784 

 

THIRD:  Below we compute P(HBP = yes | H = Yes, SI = 

yes, O = yes) based on the BBN shown in Figure 2.  

    P(HBP = Yes | H = Yes, O = Yes, SI = Yes) 

 

 

   = 
𝑃(𝐻= 𝑌𝑒𝑠 |𝐻𝐵𝑃=𝑌𝑒𝑠,𝑂 = 𝑌𝑒𝑠,𝑆𝐼 = 𝑌𝑒𝑠)

𝑃(𝐻 = 𝑌𝑒𝑠 |𝑂 = 𝑌𝑒𝑠,𝑆𝐼 = 𝑌𝑒𝑠)
∗ 𝑃(𝐻𝐵𝑃 =

𝑌𝑒𝑠 |𝑂 = 𝑌𝑒𝑠, 𝑆𝐼 = 𝑌𝑒𝑠) 

 

 =  
𝑃(𝐻 = 𝑌𝑒𝑠 |𝐻𝐵𝑃 = 𝑌𝑒𝑠) 𝑃(𝐻𝐵𝑃 = 𝑌𝑒𝑠 | 𝑂 = 𝑌𝑒𝑠,𝑆𝐼 = 𝑌𝑒𝑠)

∑𝑥∈{𝑌𝑒𝑠,𝑁𝑜} 𝑃(𝐻=𝑌𝑒𝑠 |𝐻𝐵𝑃=𝑥) 𝑃(𝐻𝐵𝑃=𝑥 |𝑂=𝑌𝑒𝑠,𝑆𝐼=𝑌𝑒𝑠)
 

 

  =  
0.85 ∗ 0.8

0.85 ∗ 0.8 + 0.2 ∗ 0.2 
   = 0.94 

 

In the above computations, BBN allows us to predict the 

values of some attributes given that we know values of 

some other attributes.  

3. Comparison of classification techniques 

In this section we provide a comparison between the 

different classifications techniques discussed in this paper. 

Table 2 shows the main advantages and disadvantages of 

each classification technique and its underlying 

representation scheme.  

 
Table 2: A comparison between the various classification techniques 

Classification method Advantages Disadvantages 

Decision Tree 

 
 Easy to construct with the exception of the 

attribute selection problem.  

 Easy to use at the time of classifying new 

records by simply traversing the tree 

based on the record’s values. 

 Requires complex computations to select 

the branching attribute at each node of 

the tree.  

 The tree can be very large in situations 

when the number of attributes and 

distinct values is high.  

Rule-Based 

 
 IF-THEN rules are easy to understand by 

humans.  

 Rule based systems represent a mature 

technology that can be used in this type of 

classification.  

 Constructing the rules is not straight 

forward since it can be direct or indirect. 

 Needs a resolution technique when 

multiple rules apply to a new record.  

Naïve Bayesian 

 
 Based on simple probability principles 

 It can be used as a standard to compare 

other classification methods. 

 It ignores interdependencies that may 

exist between attributes. This is why it 

is called “Naïve”. 

 Computations have to be repeated every 

time there is a new record whose class 

needs to be discovered. 

Rule-based Naïve Bayesian 

Classification. 

 

 It combines techniques of both Rule-

Based approach and the Naïve Bayesian 

classification approach. 

 It overcomes the main shortcoming of 

Naïve Bayesian Classification of having 

to perform all computations every time a 

new record is to be classified.  

 It is a relatively new approach that yet 

needs to be tried in real life 

classification problems.  

 The number of rules can be very large if 

the number of distinct values in each 

column in the training set is large.  

Bayesian Belief Networks 

 
 It does take into consideration the 

interdependencies that may exist among 

attributes, unlike Naïve Bayesian 

classification. 

 As a consequence, its classification and 

prediction is very precise given that the 

conditional probability tables (CPT) are 

precise.  

 The computations can be very lengthy 

and complex. 

 It is hard to build the conditional 

probability tables and to ensure that 

they contain precise values. The BBN 

may have to be trained. 
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4. Conclusions 

We showed in this paper that each classification technique 

has an underlying representation scheme used to represent 

and capture the knowledge about how it should classify new 

records. The underlying representation scheme for a 

decision tree classifier for example is the tree structure. The 

classification knowledge and criteria is embedded in the 

tree as nodes and branching conditions. Similarly in Naïve 

Bayesian classifier, the classification knowledge is captured 

in a set of classification equations that the system use to 

classify new records. We have explored and compared 

several important classification techniques by briefly 

describing the classification technique followed by a simple 

example. Though the main difference between these 

classification techniques is the representation scheme used 

to represent the knowledge it learns from the training set, 

other differences exist. For example they differ in the way 

the model is constructed. Because the models are different, 

they consequently differ in the way they are used by the 

system to classify new records. In the comparison we 

provided between these classification techniques, the focus 

was on the main advantages and disadvantages of each 

classification technique and its underlying representation 

scheme.  
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