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Abstract 
The QoS-driven Service Selection (QSS) problem is a well-

known NP-hard problem in the combinatorial optimization field. 

Although the QSS problem is naturally multi-objective 

optimization problem, most of the existing approaches solve the 

problem in single-objective optimization context. In the recent 

years, there have been some efforts to tackle the problem in 

multi-objective optimization context. In this paper, we propose a 

hybrid interactive Evolutionary Multi-objective Optimization 

(EMO) algorithm for solving the QSS problem in multi-objective 

context. The proposed algorithm hybridizes an interactive EMO 

algorithm with Path Relinking. The performance of the proposed 

algorithm is assessed for two and three objectives QSS problem 

sets. We show the performance advantage over other existing 

standard approaches such as NSGA-II. The comparative 

evaluations of results indicate that the proposed approach can 

converge to the preferred solution faster, and improve upon 

previously existing techniques up to 13.3% in terms of the 

requirement of user feedback. 

Keywords: QoS-driven Service Selection Problem, Evolutionary 

Computation, Multi-objective Optimization, Path Relinking. 

1. Introduction 

The number of functionally similar services over the 

internet is growing continuously. Hence the role of QoS is 

getting more important in selection of appropriate concrete 

services to maximize the quality value for a composite 

service. This is a decision making problem, called the 

QoS-driven Service Selection (QSS) problem. It can be 

modeled as a combinatorial optimization problem that 

searches the optimal bindings between each abstract 

service and a set of the corresponding concrete services. It 

is well known that the problem is NP-hard. The problem 

should be considered in multi-objective context because 

QoS requirements have several properties such as cost, 

execution time, and reliability. Moreover, these objectives 

normally conflict with each other. It means that  an 

improvement of one objective may demand some sacrifices 

in another. For example, minimizing cost and maximizing 

reliability are clearly conflicting. Therefore, there is no 

single optimal solution which can simultaneously optimize 

all these objectives unless decision makers' (DMs)  

preference information is available. Although the QSS 

problem involves multiple objectives by its nature, most 

approaches in the literature transform multiple objectives 

into single objective using Simple Additive Weighting 

(SAW) [1] in order to employ the methodologies of single 

objective optimization. SAW method is very sensitive to 

selecting weights, and needs much cognitive effort from 

DMs [2], [3]. A way to avoid the usage of SAW is the 

usage of Evolutionary Multi-objective Optimization (EMO) 

algorithms. 

 

The EMO algorithms have demonstrated their efficiency 

and effectiveness in finding a well-distributed and well-

converged approximation of the Pareto optimal front [10] 

for solving Multi-objective Optimization Problems. 

However, finding the whole Pareto Front eventually is not 

the final objective because most of decision makers want 

to find the most preferred point (MPP) instead of the 

whole Pareto Front. There are several recent works e.g., 

[4], [5] for finding the Most Preferred Solution by 

incorporating the decision maker preference information in 

an interactive manner, called interactive EMO. These 

interactive procedures require periodical interaction from 

the decision maker (DM) to get their preference 

information. The process getting the preference is called 

"DM calls". We propose that the interactive EMO 

algorithms can be usefully extended by hybridizing it with 

the Path Relinking technique.  

 

Path Relinking (PR) is a metaheuristic optimization 

technique that generates new solutions by exploring 

trajectories connecting high-quality solutions. The basic 

hypothesis is that by exploring the trajectories between 

high-quality solutions, more high-quality solutions will be 

found. PR is actively studied by hybridizing with other 

heuristic methods as illustrated in the work of [6], [7], [8].  

 

In this paper, we propose a hybrid algorithm by combining 

an interactive EMO algorithm with Path Relinking 

technique. The Path Relinking promotes the convergence 

of the interactive algorithm. As a result, the hybrid 

algorithm can converge to the preferred solution faster and 

require user feedback less frequently compared to previous 
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proposals. The remainder of the paper is structured as 

follows. The second section gives preliminary. Section 

three details the proposed algorithm. The result of the 

experimentation is presented in section four. Finally, we 

conclude the paper and discuss some future work. 

2. Preliminary 

In this section, some background theories are briefly 

presented, and then the problem statement is described in 

detail. 

2.1 Background 

Definition (Utility function): A function RRV k :  

representing the preferences of the decision maker among 

the objective vectors is called a value (utility) function [9]. 

Assume that z and z*  Z be two different objective 

vectors. z* is preferred to z if and only if  V(z*) >V(z).  

 

Assume that there are m )2( m distinct points 

mzzz ,...,, 21 and a quasi-concave, non-decreasing utility 

function V(x). Let the kz  is the least preferred one, i.e., 

)}({min)( },...,1{ imik zVzV  . Once the least preferred point 

is known, a cone can be constructed. The cone 

);,...,( 1 km zzzC  with vertex kz  is defined as follows: 

}.0),(|{);,...,(

;1

1 




m

kii

iikikkm zzzzzzzzC   

As shown in [11], for any point );,...,( 1 km zzzCy , 

V(y))V(z)V(z ki  for i=1,…,m and ki  .  

 

Definition (cone dominated): Every point 

);,...,( 1 km zzzCz  kzz  , and any point z' dominated by 

z is called cone dominated.  

The exact explanation of the above idea is presented in 

Theorem 1 of [11]. It states, "Assume a quasi-concave and 

nondecreasing function f(x) defined in a p-dimensional 

Euclidean space pR . Consider distinct points p
i Rx  , 

i=1,…,m, and any point pRx *  and assume that 

ki ),()(  ik xfxf . Then, if 0  in the following 

linear programming problem:  

 Max   , 

 Subject to: ,0  ,*)(

,1




i

m

kii

kiki xxxx   

it follows that *)()( xVxV k  ". 

 

After applying cone dominance-based sorting to a set of 

solutions, there will be a trend which raise the most 

preferred solutions to the top of the set. Therefore, the 

cone dominance-based interactive procedure can be 

viewed as a utility function which defines the most 

preferred solution from a set of solutions. 

 

Definition (Pareto and Cone-based utility function): Given 

a set of solutions, Pareto dominance-based sorting is 

applied on the set first. Then, Cone dominance-based 

sorting is applied to the non-dominated front of the set. 

The first solution in the ordered non-dominated set is 

returned as the most preferred solution. The procedure 

defining the most preferred solution from a set of solutions 

is called Pareto and Cone-based utility function. 

 

Definition (Pareto and Cone-based sorting): Given a 

population of solutions, Pareto dominance-based sorting is 

applied on the population, and the non-dominated set of 

the population is obtained. Then, Cone dominance-based 

sorting is applied to the non-dominated set. The result of 

applying these two sorting is an order of the non-

dominated set of a population.  This procedure is called 

Pareto and Cone-based sorting. 

2.2 Problem Statement 

In SOA environment, a complex task can be decomposed 

into several abstract services, i.e., 

},...,,{ 21 NSSST  where N is the total number of the 

decomposed abstract services and iS denotes the ith 

abstract service of T, i = 1, 2, …, N. A set of concrete 

services (CS) are available for each abstract service, i.e., 

},...,,{' 21 NCSCSCST  ,    where iCS  has the set of 

concrete services for i th abstract service and there are iM  

concrete services available in iCS , 

i.e., },...,,{ 21
i
M

iii

i
cscscsCS  , where i

jcs  is the j th 

concrete service for i th abstract service. Each concrete 

service has three QoS parameters, i.e., execution time, 

invoking cost, and reliability. QSS problem is to select one 

concrete service from each corresponding set of concrete 

services (e.g., },...,,{ 21 NcscscsCS  , where ics  is the 

selected concrete service for abstract service S
i
 ) under 

multi-objective (e.g., time minimization, cost minimization, 

and reliability maximization). Hence, there are  

N

i
iM

1
 

possible executing paths for task T in theory. After 

selection, the overall QoS parameters of the execution path 

are computed by using the aggregation function in Table 1. 

In this study, we assume that all objectives are to be 

minimized and all are equally important. Suppose there are 
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k objectives (i.e., k service QoS dimensions). Formally, the 

optimization problem being addressing can be stated as 

follows: 

 Min:  )}(),...,(),({ 21 xfxfxf k  

 subject to: xX  

where X is decision space, },...,{ 11 Nxxxx   is a vector of 

X. In this case, k is three, N is the total number of the 

decomposed abstract services, and fi(x) is defined by using 

Table 1. 

Table 1: Aggregation Function 

 QoS parameter 

Execution 

time 

Cost Availability 

Aggregation 

method 

 
 

N

i
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1
)(   
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N

i
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3. Interactive EMO algorithm with Path 

Relinking 

In this section, we propose a hybrid algorithm for solving 

QSS problem. The proposed hybrid algorithm is an 

extended version of our previous proposal Cone 

dominance-based interactive EMO algorithm (CDEMO) 

proposed in [12]. The CDEMO algorithm progressively 

interact with decision makers during optimization to learn 

the DMs' preference information. With DMs preference 

information, the CDEMO algorithm drives the search 

process toward a preferred region of the search space. For 

a more complete explanation of this interactive procedure, 

the interested reader is referred to [12], [13].  

  

Decreasing user feedback requirement is one of the 

challenging issues of interactive algorithms. For decreasing 

user feedback requirement of the CDEMO algorithm, we 

propose a hybridization scheme on the CDEMO algorithm 

with Path Relinking (PR) technique. PR promotes the 

convergence of the interactive algorithm. It is 

accomplished by exploring trajectories connecting high-

quality solutions set (elite set). Then, the population is 

updated with results of PR. The general overview of the 

proposed hybrid algorithm is given in Fig. 1, called EMO-

Q. 

 

For implementing it, EMO-Q is a modified version of the 

standard NSGA-II [14]. NSGA-II sorts solutions in a 

population according to two criteria. The primary criterion 

is the Pareto dominance-based sorting. It is described in 

detail in [14]. The result of this sorting is a partial order. 

The second criterion is the crowding distance-based 

sorting which sorts among solutions in the same 

dominance ranking in terms of Pareto dominance-based 

sorting. In the CDEMO algorithm, the crowding distance-

based sorting is replaced with the cone dominance-based 

sorting. In this paper, we extend the CDEMO algorithm by 

joining Path Relinking in line 5 in Fig. 1.  

 

Fig. 1 General scheme of EMO-Q 

3.1 Path Relinking (PR) 

PR manages a set of promising solutions named the ‘‘elite 

set’’. In this study, the best NES solutions are selected for 

"elite set". In each iteration, PR randomly chooses two 

solutions from the elite set, named the initiating and 

guiding solution. Then, PR generates a sequence of 

successive solutions from the initiating to the guiding 

solution. This process is repeated until the termination 

criterion met. Each step is generated by replacing elements 

of the initial solution with the corresponding elements of 

the guiding solution.  

 

In context of QSS problem, each step of any relinking path 

incorporates one service candidate from the guiding 

solution.  It is worth noting that the order in which service 

candidates are incorporated defines different paths. It 

introduces the service candidates from the guiding solution 

in a greedy order that selects the best move in terms of 

Pareto and Cone-based utility function. Thus, there is only 

one path between the two solutions linked by PR. A local 

search technique is applied on the best solution of the path. 

The solution obtained by the local search will be the result 

of the PR. The population is updated with this resulting 

solution. An illustration of PR is shown in Fig. 2.  
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Fig. 2 An illustration of Path Relinking. 

4. Experimentation 

The experimentation consists of two sub-experiments. The 

aim of the first experiment is to compare the proposed 

algorithm with other algorithms, i.e., NSGA-II [14], 

CDEMO [12] in terms of speed of convergence over 

iterations. The aim of the second experiment is to compare 

the performance of the proposed algorithm with a previous 

proposal i.e., CDEMO in terms of the requirement of user 

feedback. 

4.1. Experimental Input 

The test problems are generated at random. The task 

numbers are 30 for composite web service instances. The 

number of candidate services for each task were randomly 

obtained from 15 to 50. The QoS attribute values of 

candidate services are randomly generated in [0, 1]. The 

same initial population is used for impartial comparisons 

among three algorithms. The proposed EMO-Q is 

implemented using MOEA Framework, version 2.0 

(available at http://www.moeaframework.org/). Results for 

all approaches have been averaged over 30 independent 

runs. For selecting the DM's utility function, the functions 

given in [13] are used (Table 2). Where X is the set of 

feasible solutions. 

Table 2: The utility function of the DM 

 # of 
obj 

Function Form  
Linear Chebyshev S.t: 

 Two (0.6f1(x)+0.4f2(x))   max {0.6f1(x), 0.4f2(x)} x X  

 Three (0.4f1(x)+0.3f2(x) 
+0.3f3(x))  

max {0.4f1(x), 0.3f2(x), 
0.3f3(x)} x X  

 

We executed several preliminary experiments to define the 

right parameters of the proposed algorithm. Then, the 

parameters used in the experiments are selected and shown 

in Table 3. Crossover probability, mutation probability, 

and population size are the usual parameters associated 

with an EMO algorithm. Hence, we used the standard 

values and operators for these parameters. As it is 

mentioned in [15], the size of the elite set NES should have 

a small size (around 10). In addition, according to our 

preliminary experiments, the increase in the size of the 

elite set is not efficient. Therefore, we select 10 as the NES 

value. After executing preliminary experiments, we set 

Kmax = 0.01|V| and MaxIters = 0.1|V| where |V| is the 

number of vertex of the graph used as the input problem. 

Table 3: Parameters of the proposed algorithm used in the experiment 

Technique Parameter Value 

EMO-Q 

NES 10 

Kmax 0.01|V| 

MaxIters 0.1|V| 

Population size 100 

Crossover 

probability 

0.9 (Uniform 

crossover) 

Mutation 

probability 

0.01 (Bit-flip 

mutation) 

  

4.2 Experiment #1 

For evaluating the convergence speed, EMO-Q, CDEMO 

[12], and NSGA-II [14] are compared with respect to the 

number of generations required to reach the most preferred 

point. CDEMO is a recently proposed interactive EMO 

algorithm and explained in detail in [12]. NSGA-II is used 

for performance evaluation of the proposed algorithm 

because it is the most well established and known 

approach. Linear form was considered as the utility 

function, and the number of DM calls was set to 20 for all 

runs. The results have been normalized, along the whole 

run, in interval of [0, 1]. 

4.2.1 Results and discussions 

The convergence plot can be seen in Fig. 3. It shows the 

utility function's value for the most preferred solution in 

the population over generations. EMO-Q finds the most 

preferred solution more quickly than the standard NSGA-II 

and the CDEMO algorithm (Fig. 3). The difference among 

these three algorithm was increasing by the increase in the 

number of objectives. For example, in case of two 

objectives, at 100th generation, the results of EMO-Q are 

better than the results of CDEMO at 140th generation, and 

that of NSGA-II at 180th generation (Fig. 3 (a)). In case of 

three objectives, at 200th generation, the results of EMO-Q 

are better than the results of CDEMO at 310th generation, 

and that of NSGA-II at 520th generation (Fig 3 (b)). We 

can conclude that the Path Relinking technique has 

promoted the convergence speed of the proposed 

algorithm. 
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(a). two objective case 

 
(b). three objective case 

Fig. 3 EMO-Q, CDEMO, and NSGA-II's fitness value versus the number 

of generation. 

4.3 Experiment #2 

In second experiment, we compared the proposed EMO-Q 

algorithm to CDEMO in terms of the number of DM calls 

required to reach the most preferred point. This measure 

enable us to evaluate the impact of Path Relinking 

technique with respect to the number of DM calls. To 

estimate this measure, we use the method explained in 

[13]. The authors of [13] calculates the deviation between 

the reported solution and the optimal solution obtained 

with the true utility function. The deviation is found by 

using the following formula: 

pooropt

outopt

XX

XX




  

Where Xopt is the solution obtained by the algorithm's a 

variant when the DM's utility function is known, Xout is the 

solution obtained by the algorithm's a variant when the 

DM's utility function is unknown, and Xpoor is the poorest 

solution in the population. The deviation provides a 

measure for evaluating an interactive procedure. If 

deviation  is small, it implies that the interactive 

procedure works well and vice versa. If deviation   equals 

to zero, it implies that Xopt, and Xout are equal. This means 

that the interactive procedure has developed and learned 

the DM's preference over DM calls. In other words, it has 

reached with the level that can be obtained by using the 

underlying utility function.  

 

To reach zero deviation, EMO-Q requires 13 DM calls for 

both utility function form while at least 15 DM calls for 

both utility function form is needed for CDEMO. The 

improvement is 13.3%. Note that reducing the number of 

DM calls is one of the major challenging issues for 

interactive algorithms [4]. 

5. Conclusion 

The ever growing number of services and interoperability 

between various platforms is giving end users a large 

number of similar options to choose from. Selection of best 

combination of services based on multiple criteria can be a 

difficult problem for end users. The EMO-Q algorithm can 

help the users identify the right services more easily.  In 

the proposed technique, using the interactive approach 

helps in guiding the optimization towards a more suitable 

solution from the user’s perspective. The use of cone 

dominance-based EMO keeps the direction of optimization 

flexible enough so that it quickly converges towards the 

user preferred part of the Pareto front while the path 

relinking improves this process further by promoting the 

convergence speed. The combined effect of these 

techniques enables the proposed technique to perform 

much better than the previously developed techniques such 

as NSGA II and CDEMO. 
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