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Abstract 
Fault-tolerant systems are systems that can continue their 

operations even in the case of an error. These systems are used 

in the real-time systems, embedded business systems, e-

commerce, transport systems (including rail, air and car), 

nuclear energy, electronic Ad-hoc system, space and military 

networks and industrial environments. Voting 

algorithms[13,14,15] are used in a wide area of control systems 

from real-time and safety-critical control systems to pattern 

recognition, image processing and human organization systems 

in order to arbitrating among redundant results of processing in 

redundant hardware modules or software versions .Bit voting 

algorithm is a voting algorithm used for fault-tolerant control 

systems. In this paper, a new bit voting based on a probabilistic 

algorithm is proposed. Some of voters do not provide good 

availability play an important role in proper implementation of 

the systems. Experimental results show that the proposed voter 

improve availability considerably. 

  

Keywords: Fault-tolerant systems, bit voting algorithms, 

probabilistic voting algorithm, genetic algorithms. 

1. Introduction

Redundancy is used as one of the basic techniques in the 

implementation of fault-tolerant algorithms result of 

voting algorithms for choosing the most appropriate 

voting level among redundancy modules and likely false 

results. Redundancy can be implemented in three forms: 

static, dynamic and hybrid. Also, the redundancy in the 

system can be done in one of following four ways: 1 

redundancy in hardware 2. Redundancy in software 3- 

redundancy in data 4- redundancy in time [6]. NMR and 

NVP are two main methods of static redundancy used in 

hardware and software . TMR is the simplest form of 

NMR, where N is equal to 3 [5.8]. Redundancy systems 

such as NMR require a voting to judge about inputs. 

Several strategies is used for voting fault-tolerant systems 

such as majority algorithm, relative majority algorithm, 

the weighted average algorithm, Midian algorithms, 

predictive algorithms, etc. 

Fig. 1 TMR SYSTEM 

In this paper is presented a new probabilistic voting bit 

algorithm with high availability, low faults and high 

safety and make simulate and evaluate by genetic 

algorithm [7, 9,10].  

In Section 2, we refer to an earlier work, Section 3 

describes the basic concepts of genetic algorithm and the 

proposed algorithm is introduced in Section 4. In Section 

5, the new proposed system will be evaluated and this 

research conclusion will be present in the study. 

2.  RELATED WORKS

Major headings are to be column centered in a bold font 

without underline. They need be numbered. "2. Headings 

and Footnotes" at the top of this paragraph is a major 

heading. 

2.1 Smoothing voter 

Smoothing voter [12] algorithm is a developed algorithm 

of majority voter that an acceptance test has been added to 
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it. Acceptance test based on the assumption that the 

distance between consecutive versions results is indicate 

of an error. This assumption is valid in many real time 

control applications where there is feedback and 

consecutive calculations. 

In smoothing voter, when there is disagreement between 

variables, the closest result to the previous voter output is 

considered as a possible result for voting cycle. 

If the distance measured is less than the predicates known 

as smoothing threshold, the result is the same output voter. 

Otherwise, the voter cannot respond.it supposed he is 

successful in the first algorithm cycle. The answer to the 

next cycle and its output can be used the next on the basis 

of the correct answer. The selection method of Smoothing 

threshold is very important. 

However, although  choosing value is arbitrary, but will 

be improved if the selected value would be on the basis of 

information about the potential difference between 

consecutive results during the mission system.  

2.2 New weighted algorithm using neural network  

As we know, from one other voting algorithms are based 

on two groups: 1- on the basis of agreement like majority 

voter and plurality provided according to output 

agreement and 2- without considering agreement in 

which redundancy variables results provided without 

considering agreement like average voter and weighted 

average used for high availability systems among which 

weighted average is more reliable. In addition, average 

voter simply select results average. Weighted average 

gives weight to input according to predetermined priority 

or their distance to inputs. So, it is possible that 

participation of more reliable inputs will be increased to 

voter than fault inputs. In this section we introduce new 

weighted algorithm using neural network for increasing 

reliability. 

 

2.3 Neural network voter 

For designing weighted average voter, we must instruct 

neural network according to previous instruction so 

allocate weight to each input and provide appropriate 

output for each input. Weighted average algorithm 

flowchart is as follow on the basis of neural network. For 

facilitating in the instruction process, we consider the 

limits of neural network inputs- output. This voter 

algorithm is important for three reasons: 1- neural 

network was used for designing and implementing voter 

algorithm. 2- this algorithm is useful according to above 

diagrams and median and weighted average voter 

applications in the high availability systems which 

sometimes we need high reliability and safety cases 

because in comparison to median and weighted , the 

number of correct result is high and the number of false 

result is low. 3- if we consider the weight equal to 2, so 

we need more calculations and as a result  memory space 

and time complexity will be increased. Although 

instructing neural network will be prolonged but it will be 

done before implanting algorithm one time and so there 

isn’t time complexity. Therefore we need not complex 

mathematics calculations[11].   Fig.2 shows the flowchart 

of designing neural weighted average vote useful 

according to above diagrams and median and weighted 

average voter applications in the high availability systems 

which sometimes we need high reliability and safety cases 

because in comparison to median and weighted , the 

number of correct result is high and the number of false 

result is low. 3- if we consider the weight equal to 2, so 

we need more calculations and as a result  memory space 

and time complexity will be increased. Although 

instructing neural network will be prolonged but it will be 

done before implanting algorithm one time and so there 

isn’t time complexity. Therefore we need not complex 

mathematics calculations[11].   Fig.2 shows the flowchart 

of designing neural weighted average vote designing 

neural weighted average voter. 

 
Fig. 2 flowchart of designing neural weighted average voter 

 

 

2.4 Majority voter algorithm 
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Output values of function f(x1,x2,x3)  is shown in the 

following table[5] : 

 
table 1:the truth table of majority voter 

X1 X2 X3 f 

0 0 0 0 

0 0 1 0 

0 1 0 0 

0 1 1 1 

1 0 0 0 

1 0 1 1 

1 1 0 1 

1 1 1 1 

 

2.5 Probabilistic voting    

Set parts {0, 1} are output symbols of redundancy 

modules. E1 is fault probability of symbol {1} in the 

modular output. E0 is the probability of fault of symbol 

{0} in the modular output. For redundancy modular with 

n bite input, logical function of modular with n2 condition 

is shown in the truth table. The number of zero in the f is 

equal to N0 and The number of 1 in the f is equal to is N1. 

 

 

(1) 

 

 

 

(2) 

The truth table of Probabilistic voting for TMR is shown 

in the table 2: 

Table 2: The truth table of Probabilistic voting for TMR 

 

 
 

For define logical function, ’X’ values are obtained in the 

general truth table with the following equation: 

 

 

(3) 

 

Here C0 is cost function for symbol {0} and C1 is cost 

function for symbol {1}. 

 

(4) 

 

3. GENETIC ALGORITHM   

Genetic algorithm introduced by john Holland works on 

principle of natural evolution. Further the efficiency of 

genetic algorithm has been mathematically established. 

Solution to problems using genetic approach involves 

encoding and evaluation. The parameters of interest are 

converted into codes and combined together to form a 

chromosome. Further the solution is evaluated for a 

fitness function (which has to be minimized/maximized) 

for each solution is calculated, the solution with better 

fitness function has a higher probability of survival. A 

simple genetic algorithm that yields good results is 

composed of three operations: 

1. Reproduction 

2. Crossover 

3. Mutation 

Reproduction is a process in which individual solutions 

are selected according to their objective function values, F 

(fitness function). Selecting solutions according to their 

fitness values ensures that they have a higher probability 

of contributing one or offspring in the next generation. 

After reproduction, simple crossover may proceed in two 

steps. First members of  the newly reproduced  solutions 

are selected randomly.second, each pair of  solutions 

undergoes swapping  of information  at certain position/s. 

Mutation is a genetic operator  that  alters one or more 

gene value in a chromosome (solution) from its initial 

state.this can result in an entirely new chromosome added 

in next generation.with  this new gene values, the genetic 

algorithm would be able to arrive at better solution 

compared to the previous cycle.[1,16]  
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4.  PROPOSED ALGORITHM  

As indicated before, majority voter is the most important 

algorithm used in the NMR systems for covering fault in 

the digital systems. The most basic bit voting algorithm is 

majority algorithm that select input majority as output. 

Table 1 shows the accuracy table of customary bit voting 

for TMR.in this table, y1, y2 and y3 are modular outputs 

and y is voter output. The general architect of TMR is 

shown in the figure  

1. In the previous studies, majority voter could cover one 

fault when there was one of three module was faulty. The 

customary bit majority voter selects more reliable results 

on the basis of output majority of redundancy modular. 

This voter doesn't consider the information based on 

symbol probability which resulted from modular 

performance. In this section, we introduce bit voting 

algorithm with the high availability which is aware of 

modular function. This knowledge is depending on the 

probability of obtained fault results in the modular output. 

Therefore, we call voting algorism as probabilistic voting 

algorithm. This probabilistic voting algorithm increase 

availability and decrease the complexity of voter cycle. 

Now, we describe the proposed algorithm as follows: We 

consider input function as A. 

2- We calculate the number of input state and the number 

of 1 and number of 0.  

3- We obtain C0 and C1 according to 4 formulas.  

4- We receive the number of input states.  

5- We calculate C0 and C1 on the basis of the formula of 

cost function.  

6- We calculate y based on ’X’.  

7- We get pe value (decimal) between 0 to 1from input. 

8- We get repetition number from input. 

9- We calculate decimal value on the basis of logical state 

of y1y2y3 inputs. 

10- We obtain y function for logical state of y1y2y3 

(known as f) 

11- We provide three number of decimal random between 

0 to 1.  

12- For each bit for example y1, we compare this value 

with pe, if it is less than pe, its bit value will be 

reversed.  

13- We repeat the above work for y2 y3. 

14- We call this new value as HJL. 

15- We calculate the decimal value of HJL. 

16- We obtain y function value for this decimal value. 

17- If this value will be 1 in the function, we put 1 

otherwise we put 0 (known as N).  

18- If F is equal to N, we put 1 and it’s correct but if N is 

reverse of F, we put 0 and it’s false (we consider the 

result as 0) 

19- Now we sum 0 columns. (Sum 0) 

20- We obtain sum ((0/2000)*100), this value is 

availability.  As this value is not more than 50%, so we 

add 21 step. 

21- Now we correct codes converse to each other as 

inaccurately. For example, if one code with one fault 

converts to codes which its output is one, and the 

output of its code is zero, we convert output to one.  

Now we repeat this work to reach a highest availability 

value. With doing this, the availability will be to 80% it 

means increase to 30%.   

5.  Evaluation 

As we refer before, the problem of cost function is that the 

number of 1 and 0 of logical function is important and the 

position of 1 and 0 is not important while 1 and 0 

positions effect on the availability. The fault is depending 

on 1 and 0 position. By increasing function input, 

obtaining states convert to each other and this subject that 

which states cover the fault in the best way is not possible. 

So we use genetic algorithm. Here the function is 

availability. We consider chromosome as function y. our 

gens is y function bits. Preliminary population is 100 and 

it is shown with the matrix 100*8. The selection method 

is elitist that selects the best availability. The cross over is 

one point. At the first, we show simulation results o 

without genetic algorithm and previous algorithm.  
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Fig.3 availability of Probabilistic algorithm 

In the fig. 3 we observe that the availability is 50%. This 

algorithm was tested for 2000 random data and on 

different functions and showed that the availability will be 

maximum 50%, while in the proposed  algorithm, the 

availability will increased to 80%. 

 
Fig. 4 the availability of proposed algorithm 

In the fig. 4 following criteria are considered. 

 
Table 3: the criteria of genetic algorithm 

Value Topic 

The number of inputs function  16 

The number of 1 7 

Logical states 4 

Error  probability 0.5 

Repeat ion 100 

The number of iteration  of genetic 

algorithm 

100 

The population of genetic algorithm 100 

The rate of rest generation in the each 

algorithm repeat ion 

0.5 

    

  Fig. 5 compares the availability of three voters (majority 

voter, probabilistic voter with proposed voter) for four 

functions. 

 

 
Fig.5 comparing the availaility of three voters 

 

. 

4. Conclusions 

In this paper we propose a novel probabilistic bit voter 

using genetic algorithm for fault tolerant systems. 

The criteria influenced on the voter performance are 

reliability, fault number, availability and safety. Another 

problem may be occur in the voting algorithm is their 

performance time influence on the system efficiency. Also, 

their implementing may occupy large space that has 

negative affect on the system. 

In this study, we use probabilistic voting algorithm for 

improving availability. The algorithm has been simulated 

using MATLAB and its performance with respect  

To safety and availability has been found to be better than 

the existing voting techniques. This algorithm notice to 

symbol probabilities. Another important point of this 

voter is that its complexity is less than majority voter 

circuit. This voter can be implemented for systems 

requiring high availability; however for time critical 

applications better genetic search techniques would be 

required to ensure time bound response of the system.  
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