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Abstract 

The paper examines the efficacy of neural networks application 

for inflation forecasting. In a simulated out-of-model forecasting 

investigation using recent Nigeria inflation rate data obtained 

from the appropriate authorities, the neural networks did better 

than univariate autoregressive models on normal rate for short 

periods of quarter one and quarter two; quarter one and quarter 

three; and quarter one and quarter four.  A clear-cut condition of 

the model of neural network and specialized evaluation trial from 

the neural networks literature exemplify the important roles in 

the achievement of the feed-forward neural network model. 

Keywords: Inflation, Forecasting, Neural Networks, Feed-

forward, Model Selection, Linearity, Forecasting. 

1. Introduction

In this paper, the result of Consumer Price Index (CPI) 

estimates from an artificial neural network (ANN) using 

foremost economic indicator data are demonstrated. The 

outcome shows that the neural network (NN) predicts the 

level of the CPI with a higher measure of accuracy. In 

recent times, there has been significant attention in the 

applications of artificial neural networks in the economics 

and business texts, particularly in the areas of fiscal 

statistics and exchange rates (Serletis et’ al, 2003). 

Comparatively, relatively fever researches have applied 

artificial neural network methods to macroeconomic time 

series analysis (William and Car, 1970). Inflation 

Forecasting is a foremost concern for businessmen and 

economists. Most investigators (researchers) have relied 

upon numerical techniques with their strict data hypothesis 

and very stumpy correctness rates to forecast changes in 

inflation rates, but only a very few have explored how 

neural networks can improve these forecasts. 

A limitation of the small number of research works 

that apply artificial neural networks to macroeconomics 

purposes is that they do not make use regular practice 

neural networks inference methods, such as “early-

stopping” and “pre-processing” (Swanson, 2001). 

However, the analysis of the nonlinearities in time series 

statistics is as  central to macroeconomic hypothesis as 

well as prediction, for instance, in the innovative work of 

Brock and Hommes (1997), Bernett, Medio and Serletis 

(2003) among others. A good number of closely related 

works in the literatures to the recent work of Moshiri and 

Cameron (2000). 

In this paper, the usefulness of a neural network model 

for inflation rates forecasting is examined. Also, the output 

of the neural networks model is balanced with that of 

univariate auto-regression models in a simulated out-of-

model forecasting research using recent Nigeria inflation 

rate data obtained from the appropriate authorities. In the 

process, the importance of standard-practice neural 

networks assessment methods such as “early-stopping” and 

“pre-processing” is evaluated (Swanson, 2001). Thus, the 

Swanson and White’s (1997) assumption that these forms 

of procedures may be of significance considering the 

comparative failure the other types of model selection 

criteria such as the Schwarz Information Criterion to pick 

out the best prediction model is tracked upon. 

2. Aims and Objectives

The main aim of this paper is to predict monthly year 

on year (YoY) inflation for Nigerian by using ANN 

technique for financial year 2012 (FY13) on the 

foundation of the available monthly data since November 

2011 (Nigerian National Bureau of Statistics (NBS) 
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October 2012), using feed-forward artificial neural 

network model. 
 

 The objectives of this paper are to: 

a) Compare inflation forecasting using the feed-

forward artificial neural network and AR (1) 

models, 

b) Predict monthly year on year (YoY) inflation for 

Nigeria by using ANN technique for the financial 

year 2012 (FY13) 

 3. Literature Review 

Time series forecasting is a vital forecasting domain. 

In order to widen up and to also improve time series 

forecasting models, too much effort is given for many 

times. This type of studies helps policy makers in reaching 

better decisions. Most of these methodological progresses 

are based on statistical methods. Though, very lately new 

methods are discovered which challenges the old 

conventional models. This new methodology is known as 

the Artificial Neural Network (ANN). 
 

The AR model considers linear connection that links 

time series values. Alternatively, most of the macro-

economic variable demonstrates non-linear attribute. At 

this point the AR model could not be able to catch the non-

linear link that exists between series and thus the 

achievement of forecasting of this models remains limited. 

ANN is one of the non-linear means that makes the 

predictions on macroeconomic variables. What is new with 

ANN is laid down firstly with interval layers amid the 

input and output layers. The second advancement is that is 

being employed as an activation function that can roughly 

compute any non-linear fuction. Briefly, ANN has a very 

big benefit in forming flexible and curved models (Aryal 

and Yao-wu, 2003). 
 

The merits of ANN are being considered by lots of 

authors and being insight source in their studies. For 

example, in economic variable predictions, beside the 

conventional models, neural networks can also be used and 

is exposed theoretically and the matching of both 

techniques is emphasized by Kuan and White (Kuan and 

White, 1994). In economy literature, there are some 

researches that compare forecasting output of linear 

autoregressive models and neural networks (Maaoumi et’al, 

1994, Swanson and White 1997, Kohzadi et’al. 1995, 

Tkacz & Hu 1999, Li et’al. 1995 and Tkacz 2001). 

Though ANN is been used in inflation forecasting quite 

limitedly. 
 

In the current time of forecasting, there exists a huge 

concern in studying the neural network forecasting in 

engineering, monetary, business and fiscals applications as 

well as the Gross Domestic Products (GDP) growth of a 

country, electricity demand and supply, construction 

demand and supply, stock market returns, currency in 

circulation and exchange rates amongst others. The 

innovative works of Brock and Hommes (1997), Barnett, 

Medio and Serletis (2003) among others are good number 

of closely related works in the literatures to the present 

paper is Moshiri and Cameron (2000). Fernandezn-

Rodriguez, Gonzalez-Martel and Sosvilla-Rivero (2000); 

Redenes and White (1998) and many others have also 

worked in this area. Many central banks, for instance, 

Bank of Canada (Tkacz and Hu, 1999), Czech National 

Bank (Cada et’al, 2005), Bank of Jamaica (Serju, 2002) 

etc, are presently applying their forecasting models based 

on Artificial Neural Network methodology for forecasting 

various macroeconomic indicators. Using predictions 

based on this methodology one may build accurate 

classification and assessments such as bond rating, stock 

selection, property valuation, credit allotment, and many 

others (Chen, Racine and Swanson, 2001; Swanson and 

White, 1997; Stock and Watson, 1998). 
 

Inflation rate forecasting is applied as guide in the 

formulation of the monetary policy by the various 

monetary authorities in the world. Monetary policy 

verdicts are based on inflation rates forecast that are mined 

from the information from various models and their and 

other information that are suggested by the relevant 

economic indicators of the economy. The comparison of 

the prediction performance of the artificial neural network 

model with that of univariate AR (1) based model was also 

done. It is observed that forecasts based on artificial neural 

network are more precise than those that are based upon 

AR (1) model. 

 4.  Methodology 

Regardless of its suggestive name, a neural network 

(NN) is simply a parameterized non-linear function that 

can be fixed to data for prediction functions. The non-

linear function is built as a mixture of non-linear structural 

blocks, known as the transfer functions. A very common 

example of a NN transfer function is the hyperbolic 
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tangent function. The composition of the NN is described, 

in neural networks jargon, by the amount of “layers” and 

“neurons” in the NN. Increasing the numbers of the 

transfer functions (adding more layers and neurons) also 

increases the flexibility of the NN. 
 

The major appeal of NN’s is their flexibility in 

approximating a wide range of functional links between 

inputs and outputs. Indeed, ample intricate neural networks 

are able to estimate random functions arbitrarily well. Thus, 

there is a close link between the NN approach and the 

older economics literature on stretchy functional forms 

such as the translog function. The algorithms used to 

approximate NN’s are known as “training algorithms”. 

These algorithms are much like the standard minimization 

routines that is applied, for example, in non-linear least 

squares. Loosely speaking, the training algorithms 

iteratively alter the parameters in the direction of the 

negative gradient of mean squared error (MSE). (Sosvilla-

Rivero, 2000). Though, standard-practice NN estimation 

approaches differ from econometric evaluation techniques 

in many significant ways. In order to evade “overfitting”, 

the NN training algorithm is often discontinued before a 

local minimum is reached. Instinctively, overfitting occurs 

when the NN provides a near-perfect fit in-sample but poor 

forecasts out-of-sample. NN’s are thought to be particulaly 

susceptible to overfitting because of their suppleness in 

approximating different functional forms. 
 

One of the most common types of early stopping 

procedures is the following cross-validation based 

approach. 

 First, the data are divided into a training set and a 

validation set. 

 Next, the training algorithm is run on the training set 

until the MSE starts to increase on the validation set 

(which usually occurs long before the minimum 

MSE is attained on the training set). 
 

I estimate a very simple neural network for inflation, 

^
t+j  = L1 . tanh (I1 . xt-1 +b1) + L2 . tanh (I2 . xt-1 +b1) + L,  -- - (1) 

 

Where: 


^
t+j is the NN inflation forecast j quarters in advance, 

xt-1 is a vector of lagged inflation variables  . xt-1, xt-2, 

tanh is the hyperbolic tangent function, and 

L1, L2, I1, I2, b1, b2, and b3 are parameters. 
  

In NN jargon, L1 and L2 are “layer weights”, I1 and I2 

are “input weights” and b1, b2 and b3 are “biases”. 
 

It is noticed that the NN depends on two lags of 

inflation. Thus, like Stock and Watson (1998), considering 

only univariate inflation forecasting models. 
 

Given the restraints of the data, the simple network 

“architecture” given by (1) was selected with very minimal 

search over the alternative network architectures. We train 

the NN using the Levenberg-Marquardt algorithm, a 

standard training algorithm from the NN literature. The 

algorithm is lapsed according to the early stopping 

procedure described above. The validation set that is used 

in the early stopping procedure is chosen in a somewhat 

unusual manner: first, the dataset used to train the NN is 

divided into “observations” each consisting of t and xt-1, 

and then every second observation from the dataset is 

chosen to be part of the validation set (White et’al, 1998). 

This procedure is related to the innovative approach as 

applied by Lebaron and Weigend (1998). 
 

Since local minima (and the areas surrounding them) 

are considerable problems for neural networks, it is 

standard in the neural networks literature to train the 

network using a substantial number of random initial 

values of the parameters, and select only the most 

successful of these neural networks. Though, it is also 

detrimental to “saturate” the parameter space with too 

many random initial values since this approach, in effect, 

finds the globally minimizing parameter values by trial and 

error-counteracting the results of the early stopping 

procedure. In order to balance the concerns of 

“overfitting” and “over-saturation”, training the network 

using certain random initial values and select the neural 

network that yields the lowest mean squared error on the 

training and validation  sets. (Lebaron nad Weigend, 1998). 
 

Also, estimating linear autoregressive (AR) models 

with lag lengths between 1 and 8 of the form: 

 
^
t+j  = a0 + ait−i,  -  -  - (2) 

 

Where: 

 
^
t+j  is the AR model inflation forecast j periods in 

  advance, and 

 k is the number of lags included in the model. 
 

In NN jargon, L1 and L2 are “layer weights”, I1 and I2 

are “input weights” and b1, b2 and b3 are “biases” 
 

Moderately using a model selection criterion to select 

a particular lag length, simply presenting results for all the 

possible lag lengths. The data used are the Nigeria GDP 

deflator for twelve-month period ending in October 2012. 
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Using a “fixed scheme” pseudo out-of-sample forecasting 

approach to compare the neural network and AR models 

(McCracken and West, 2001). Namely, setting aside a 

couple of the last observations of data (i.e the data for the 

period Jan2012 (Q2) - Aug 2012 (Q3) for testing purposes, 

and desist from using this data at any point in the 

forecasting process as described. Then comparing the AR 

and NN models on the basis of their success at predicting 

inflation on the test set. Like Swanson and White (1997), 

using a model selection approach as opposed to the more 

traditional hypothesis testing approach of calculating 

significance levels and confidence intervals (Moshiri et’al, 

2000). 

 5. Data Collection 

Since the objective of this paper is to compare the 

prediction of the monthly YoY inflation for Nigeria for 

FY12using the feed-forward artificial neural network and 

AR(1) models with 12 hidden, the data for the monthly 

basis statistics for November 2011 to October 2012 as 

represented in Table 2 below were used. The mean square 

error ratio of the NN to AR models was also examined as 

shown in Table 3 below. Also, the use of the NN ratio 

estimated with NLLS vs early stopping was also estimated 

as shown in Table 4 below. 
 

Table 1: Annual Inflation rate as obtained from NBS 

 

Months Actual 

Inflation 

Nov. 2011 12.63 

Dec. 2011 11.93 

Jan. 2012 12.11 

Feb. 2012 12.91 

Mar. 2012 12.73 

Apr. 2012 12.86 

May 2012 12.91 

June 2012 12.93 

July 2012 12.89 

Aug. 2012 11.79 

Sept. 2012 11.39 

Oct. 2012 11.78 

Average 12.41 
 

Source: National Bureau of Statistics (NBS) 

Table 2: Performance Comparison Based on Yearly Average 

 

 

 
 

 

 

 

 

 

 

 

Months Actual 

Inflation 

Forecast 

by ANN 

Forecast 

by AR(1) 

Nov. 2011 12.63 12.68 12.62 

Dec. 2011 11.93 11.82 11.60 

Jan. 2012 12.11 12.45 12.59 

Feb. 2012 12.91 12.98 12.58 

Mar. 2012 12.73 12.66 12.56 

Apr. 2012 12.86 12.73 12.55 

May 2012 12.91 12.59 12.53 

June 2012 12.93 12.44 12.52 

July 2012 12.89 12.68 12.51 

Aug. 2012 11.79 11.92 11.49 

Sept. 2012 11.39 11.43 11.48 

Oct. 2012 11.78 11.43 11.47 

Average 12.41 12.32 12.21 

IJCSI International Journal of Computer Science Issues, Volume 12, Issue 2, March 2015 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 263

2015 International Journal of Computer Science Issues



 

 

Table 2: Mean Square error ration on NN to AR Models 

 

Test Set Training & Validation Set 

Forecast Horizon Forecast Horizon 

Qtrs Q1  Q2 Q3 Q4 Q1  Q2 Q3 Q4 

AR1 0.84 0.77 0.98 1.2 0.85 0.77 0.77 0.72 

AR2 0.89 0.84 1.04 1.18 0.86 0.81 0.81 0.73 

AR3 0.9 0.83 1.01 1.15 0.9 0.85 0.81 0.73 

AR4 0.9 0.82 0.96 1.12 0.9 0.85 0.83 0.72 

AR5 0.93 0.8 0.94 1.07 0.9 0.87 0.82 0.72 

AR6 0.86 0.79 0.91 1.04 0.92 0.86 0.82 0.72 

AR7 0.77 0.75 0.84 0.98 0.94 0.87 0.84 0.74 

AR8 0.77 0.75 0.83 0.91 0.93 0.88 0.84 0.76 

 

 

Table 3: Mean square error ratio of NN estimate with 

NLLS vs early stopping * 

 

Test Set Training & Validation Set 

Forecast Horizon Forecast Horizon 

Qtrs Q1  Q2 Q3 Q4 Q1  Q2 Q3 Q4 

Mean 1.17 1.16 1.28 0.82 0.94 0.92 0.92 0.99 

 

 

 Each cell shows the ratio of the mean error of the NN 

model estimated by NLLS to the mean square error of 

the NN model estimated using early stopping. 

 

 
 

 

 6. Result and Discussion 

The first table, Table 1 displays the ratio of the mean 

MSE of the neural network model to the MSE’s of the AR 

models on the test set. The NN model has a lower MSE for 

forecast horizons 0f 1 and 2 quarters. The NN model has a 

similar MSE to the AR model for the 3 quarter horizon, 

and a higher MSE for the 4 quarter horizon. The MSE 

ratios on the training and validation sets are generally 

lower than on the test set as a consequence of the over-

fitting problem described above. 
 

The NN estimator has the unusual property that its 

generates a distribution of parameter values and MSE’s for 

the same dataset, due to the early stopping and random 

initialization procedures illustrated above. Thus, the results 

in Table 1 are for the mean MSE in a Monte Carlo 

experiment in which the training algorithm is run many 

times. The NN training algorithm plays a significant role in 

the success of the NN model. 
 

Table 2 shows the ratio of the MSE’s for the NN 

estimated by Nonlinear Least Square (NLLS) against the 

MSE estimated by the NN training algorithm described 

above. In the case of the NLLS minimization algorithm, 

using many random initial values as used in the Stock and 

Watson (1998) – a considerably larger number than in the 

NN algorithm. Table 2 shows that NLLS yields a higher 

MSE than the NN training algorithm for the 1, 2, and 3 

quarter horizons, but a lower MSE for the 4 quarter ahead 

horizon. 
 

Existing applications of NN’s to macroeconomic 

estimation, such as Stock and Watson (1998) and Swanson 

and White (1997) find that NN’s perform poorly relative to 

linear models. Thus, table 2 shows that a significant reason 

for the positive results showed here is the early stopping 

procedure. Indeed, Table 2 shows that the early stopping 

procedure makes an important enough contribution to the 

fit of the NN model for horizons of  Q1-Q3 that we could 

have established a slight advantage in using the NN 

without the early stopping procedure-even for short 

horizons. The early stopping procedure would probably be 

even more important for more complicated NN‘s since 

these NN’s suffer more from over-fitting. 
 

Though, Table 2 also reminds us that the early 

stopping procedure is not perfect, as is sometimes advised 

in the NN literature. The MSE associated with the Q4 

ahead forecast is actually higher with the early stopping 
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procedure. Eventually, early stopping is only one way of 

avoiding the over-fitting setback, and functional form 

assumptions – such as those imposed by the linear models 

– are another. While the NN early stopping approach is 

preferable for short horizon inflation prediction, the 

advantage disappears for longer horizons. 

 7. Conclusion 

This paper applied a simple univariate feed forward 

artificial neural network model to predict monthly YoY 

inflation for Nigeria by using NN methodology for the FY 

2012 on the basis of monthly data for November 2011 to 

October 2012. The existing uses of NN’s to macro-

economic prediction find that NN’s execute better relative 

to linear models. Coming to a more somewhat positive 

conclusion observing the usefulness of NN’s for inflation 

forecasting: the NN model performs well and better 

relative to AR models for the horizons of Q1 and Q2 on 

the test set December 2011-November 2012. The results 

suggest that the early stopping procedure adds 

considerably to the predictive success of the NN approach, 

and thus should be incorporated into future forecasting 

experiments that involve NN’s. Moreover, simple (for 

example two lag) specifications of neural networks should 

not be overlooked when data are limited, as is the case for 

many macroeconomic variables. 
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