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Abstract

The Case-Based Reasoning (CBR) is a problem solving paradigm based on the reuse of past experiences stored in a cases base. The CBR has been used in many industrial systems to solve problems in various fields including medical diagnosis. In CBR systems, the concept of similarity is very important because it is the basis for the entire system. However, the effectiveness of similarity measures used depends on the problem being addressed. In this paper, we propose a measure of similarity for the development of CBR systems automatically diagnose diseases appropriate to the field of traditional medicine.
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1. Introduction

Knowledge-based medical diagnosis used in aid systems has predominantly occupied the computerized world for a certain moment in time. It is for this reason that the teaching of traditional medicine couldn’t remain indifferent in this technological evolution. Traditional medicine is the gathered traditional knowledge based on the use of medicinal plants [1]. According to OMS, it is the total sum of knowledge, practical and competences that rationally or not rests on the theories, believes and real experiences of a culture and which are used in taking care of the health of human beings, thus, to prevent, diagnose, treat and heal the physical and mental diseases.

In the case of disease diagnosis, real cases are not uniform and are subjectively left to the practitioner. Thus, these practitioners have resulted in their former experiences in conducting and diagnosing as well as prescribing treatments. It is evident that effected diagnoses as well as proposed treatments are subject to intrinsic limitations to the human cognitive capacity, notably concerning remembrances in the human memory. In this context, a bigger aid in the remembrance capacity of these practitioners is the more accurate guarantee of effectiveness. To do this, the Case-Based Reasoning systems will help traditional medical practitioners to improve the quality of benefits, reduce sanitary error-risks for patients and to serve as a basis of learning this medical science in plain upswing in numerous countries notably in Africa.

The CBR technique has almost nearly never been experimented in traditional medicine; its use necessitates the acknowledgement of the specificity of this domain. Now, the CBR systems are adapted to different realities through the measure of used similarities. It is for this, that our work is concentrated on the development of such measure for traditional medicine. In effect, the measure of similarities used in the medical domain in general is complex. We find there some numerical variables, qualitative variables and textual variables. The domain of traditional medicine being less structured, these three types of variables must co-exist in the CBR systems that will be developed. However, the form of collaboration must be well specified for an appropriation of a well-paced technology.

This paper makes firstly a brief preview of the methods on from the Case-Based Reasoning. Then, enumerates some preview works in the medical domain. Finally, describe the similarity measure we propose for the traditional medicine through the construction methodology and some mathematical properties and concludes.
2. Literature Review

2.1. The Case-Based Reasoning approach

Introduced by Minsky and Schank at the end of the 70’s, the Case-Based Reasoning has been the object of several research works. The theory developed by Minsky presents the notion that corresponds to a recollected structure that must be adapted to correspond to the reality of a newly met situation. In the same shuttle, [03] proposed an approach called CBR-420SD based on reasoning from these cases. His approach, thus, permits the ability of going against the discovery of semantic web services. This would permit new clients to be able to determine their functional needs. According to [04] [06], a decisional mechanism based on the Case-Based Reasoning is proposed.

This mechanism, thus, permits to resolve complex maintenance problems more particularly to the collaborative mechanisms problems faced by experts. Elsewhere, [07] [08] propose a helping instrument in decisions resting on capitalized expertise in the maintenance of all performers in preserving their knowledge and know-how. On the contrary [09], developed a method of qualitative diagnosis to know an oriented system resembling a classification and a system of oriented knowledge diagnosis, notably oriented-experiences. This brings us to choose the formalization instrument in the field of experience. [10] is based on the cycle of CBR to put in exergue a tool of EIAH. This instrument will permit the learner to be able to acquire some methods founded on the classification of problems and their resolving instruments. Bur [11] conceives a computerized instrument in the name of TELEOS for surgical formation. This instrument rests on habitual surgical expertise to improve its intervention. In view of all these works and evolution, we think it well that it is time to select the case that seems to be the most appropriate or can be adapted to solve the new problem. These experiences are knowledge from a particular situation and it isn’t in first sight to generalize this knowledge for other situations [12].

The on-line part comprises of the cycle phases of CBR. The off-line part connotes the used resources and the acquisition phase and the representation of knowledge as well as the knowledge container. The case of the construction part and the acquisition of knowledge guide the initial structuration of the cases base and some other knowledge of the system from different resources such as documents, database or expert domain. We are particularly showing interest in this model in which we exploit knowledge containers as well as the cycle phases of CBR.

2.2. The measure of similarities

The reasoning approach behind the CBR systems is a model of reasoning that exploits the experience from problem resolution to solve the new. These experiences are knowledge of a particular situation. A CBR system must solve, in a particular field, new problems in adopting pre-existing solutions that were previously used in resolving old problems. The remembrance of case sources (already-solved problems) to find a solution to new target case (new problem) is the focal point of the CBR cycle. In effect, The CBR systems use different techniques to compare a description of a target case with one of the already known case sources. The user gives a description of the new problem and the system search it’s data of cases the source of which the description is most similar to the description of the new problem. Afterwards, through a session of consultation of questions and responses of case sources, the system returns the candidates cases, which permits the user to select the case that seems to be the most appropriate or can be adapted to solve the new problem.

All the CBR System is based on a similarity measure and the quality of the system depend on the quality of the similarity measure used. A measure of similarity in the Case-Based Reasoning system must possess the following properties.

- Reflexivity: A case being, in principle, similar to itself, the measure of similarity must be necessarily reflexive.
- Symmetry: If a case A is similar to similar to another case B then it is necessary that the case B is also similar to the case A in using the measure of similarities.
- Non-transitivity: A measure of similarity must not necessarily be transitive. Consequently, if a case A is similar to a case B; and if the case B is similar to a case C, it isn’t imperative that the application of the measure of similarities permits do deduce that the case A is forcibly similar to C.
The non-exigency of the transitivity comes from the fact that the characteristics that define the similarities between A and B and between B and C are not necessarily the same.

3. Diagnostic similarity modeling

Let \( C = (C_i)_{i \in I} \) be the set of I diagnosed patients, treated and healed by a traditional medical practitioner. These individuals constitute case sources and form the basis of the case. Each case can be decomposed into a pair \( C_i = (S_i, \Gamma_i) \) where \( S_i \) is the set of symptoms shown by the patient i and \( \Gamma_i \) represents the medical sequence given to the symptoms observed on the patient by the traditional practitioner. This sequence is the set \( \Gamma_i = (M_i, T_i) \) of which \( M_i \) represents the principal diagnosed sickness and \( T_i \) the treatment prescription to the patient and having brought about his recovery. Let’s note again:

- \( S \) the set of clinical signs considered in the patient, and the confounded sicknesses.
- \( M \) the set of medical signs considered in the patient, and the confounded sicknesses.
- \( N \) the set of registered sick individuals having had a remedy to traditional medicine.
- \( Q \) the set of numerical clinical signs (temperature, arterial pressure, tension, etc)
- \( T \) the set of textual signs described by every patient.
- \( \mathcal{F} \) the set of textual signs described by every patient.

We can write that \( S = N + Q + T \)

And we have \( S = N + Q + T \)

Let \( I_s \in C \) a source case and \( I_c \) a new patient to traditional medicine called the target case in CBR context. If we denote it \( Sim(\cdot) \), the measure of similarities between these two patients and \( \Phi \) a re-writing of \( Sim(\cdot) \), we get :

\[
Sim(I_s, I_c) = Sim(C_s, C_c) = Sim(S_s, \Gamma_s) = Sim(S_s, S_c, \Gamma_s, \Gamma_c) = Sim(S_s, S_c) = Sim(\mathcal{N} \cup \mathcal{Q} \cup \mathcal{F})
\]

And we have \( S = N + Q + T \)

4. Data type-based metrics

4.1 The \( \alpha \) function

\( \alpha \) being a distance between two vectors of numerical variables, it seems to be a natural to define it using the Minkowski distance. Consequently, we have:

\[
\alpha(I_s, I_c) = \sqrt{\sum_{x_k \in X} (x_{k,c} - x_{k,s})^p}
\]

We can limit ourselves to \( p = 2 \) which corresponds to the Euclidean distance. Thus, we take as interval between the numerical variables, the definite function by:

\[
\alpha(I_s, I_c) = \sqrt{\sum_{x_k \in X} (x_{k,c} - x_{k,s})^2}
\]

The \( \alpha \) metric such as defined possesses reflexivity properties and hope symmetry. In effect, we have:

\[
\alpha(I_s, I_s) = \sqrt{\sum_{x_k \in X} (x_{k,s} - x_{k,s})^2} = 0
\]

\[
\alpha(I_s, I_c) = \sqrt{\sum_{x_k \in X} (x_{k,c} - x_{k,s})^2}
\]

\[
\alpha(I_c, I_s) = \alpha(I_c, I_s)
\]

4.2. The \( \beta \) function

\( \beta \) being the distance between two vectors of qualitative variables, it seems natural to consider the distance of Chi Square. Yet, there are other qualitative variables. We propose then the construction of a Chi Square distance using each qualitative variable, then to make their sum weighted by the inverse of the degrees of freedom. To do that, let define \( C^c \) and \( C^s \) as:

\[
C^c = C_{s+c} = \{C \setminus \{I_s\} \cup \{I_c\}
\]

\[
C^s = C_{c+s} = \{C \setminus \{I_c\} \cup \{I_s\}
\]

\[
C^c = C_{s+c} = \{C \setminus \{I_s\} \cup \{I_c\}
\]

\[
C^s = C_{c+s} = \{C \setminus \{I_c\} \cup \{I_s\}
\]

\[
C^c = C_{s+c} = \{C \setminus \{I_s\} \cup \{I_c\}
\]

\[
C^s = C_{c+s} = \{C \setminus \{I_c\} \cup \{I_s\}
\]

\[
C^c = C_{s+c} = \{C \setminus \{I_s\} \cup \{I_c\}
\]

\[
C^s = C_{c+s} = \{C \setminus \{I_c\} \cup \{I_s\}
\]

\[
C^c = C_{s+c} = \{C \setminus \{I_s\} \cup \{I_c\}
\]

\[
C^s = C_{c+s} = \{C \setminus \{I_c\} \cup \{I_s\}
\]

\[
C^c = C_{s+c} = \{C \setminus \{I_s\} \cup \{I_c\}
\]

\[
C^s = C_{c+s} = \{C \setminus \{I_c\} \cup \{I_s\}
\]

\[
C^c = C_{s+c} = \{C \setminus \{I_s\} \cup \{I_c\}
\]

\[
C^s = C_{c+s} = \{C \setminus \{I_c\} \cup \{I_s\}
\]

\[
C^c = C_{s+c} = \{C \setminus \{I_s\} \cup \{I_c\}
\]

\[
C^s = C_{c+s} = \{C \setminus \{I_c\} \cup \{I_s\}
\]
is the cases base obtained by the inverse operation. Constructively, we have:

\[ \text{Card}(\mathcal{C}) = \text{Card}(\mathcal{C}^c) = \text{Card} = S \] (10)

\[ \forall X_k \in \mathcal{T}, \text{noting } N_k \text{ the number of modalities to the qualitative variable } X_k \text{ and } x_{kj} \text{ the } j^{th} \text{ modality of } X_k \] We note too:

- \[ N_{kj}^E = \text{Card}\{I_i \in E \mid X_k = x_{kj}\} \] (11)
- \[ \chi_k^2(I_s, I_c) = \sum_{i=1}^{N_k} \frac{(N_{kj}^s - N_{kj}^c)^2}{(N_{kj}^s + N_{kj}^c)} \] (12)
- \[ \omega_k = \frac{1}{\text{dist}(X_k)} = \frac{1}{N_k + 1} \] (13)

Using Eq. (11), Eq. (12) and Eq. (13), The \( \beta \) metric is defined by:

\[ \beta(I_s, I_c) = \sum_{k=1}^{k=Q} \omega_k \chi_k^2(I_s, I_c) \]
\[ = \sum_{k=1}^{k=Q} \sum_{i=1}^{N_k} \frac{(N_{kj}^s - N_{kj}^c)^2}{(N_{kj}^s + N_{kj}^c)} \]
\[ = \sum_{k=1}^{k=Q} \frac{1}{N_k + 1} \sum_{i=1}^{N_k} (N_{kj}^s - N_{kj}^c)^2 \] (14)

The metric \( \beta \) as defined possesses reflexivity properties and hoped symmetry. In effect, we have:

- \[ \beta(I_s, I_s) = \sum_{k=1}^{k=Q} \omega_k \chi_k^2(I_s, I_s) = \sum_{k=1}^{k=Q} \sum_{i=1}^{N_k} \frac{(N_{kj}^s - N_{kj}^c)^2}{(N_{kj}^s + N_{kj}^c)} = 0 \] (15)
- \[ \beta(I_s, I_c) = \sum_{k=1}^{k=Q} \omega_k \chi_k^2(I_s, I_c) = \sum_{k=1}^{k=Q} \frac{1}{N_k + 1} \sum_{i=1}^{N_k} (N_{kj}^s - N_{kj}^c)^2 \] (16)

4.3. The \( \gamma \) function

The \( \gamma \) function is the distance between two vectors of textual variables. To define it, we consider the distance to be called “Kernel string”. Because we have many variables in play, we propose to construct a kernel string distance per variable then to make their sum weighted by the relative proportion of words using only words common to all variables.

\[ \forall X_k \in \mathcal{T}, \text{we note } \Delta_{ks} \text{ and } \Delta_{kc} \text{ the couple relative to the textual variable } X_k \text{ corresponding to the case source } I_s \text{ and to the target case } I_c \text{ from the same sequences of linguistic operations, in particular the same} \]

The use of the tri-grams algorithm for tokenization is really advised. Once the text tokenization is effectuated, the set of tri-grams of \( X_k \) common to the case source \( I_s \) and of the target case \( I_c \) is given by \( \Delta_k = \Delta_{ks} \cap \Delta_{kc} \) (17)

Noting \( \tau_{kj} \in \Delta_k \) a tri-gram met \( \delta_{kj} \) times in \( \Delta_{ks} \) and \( \delta_{kj} \) times in \( \Delta_{kc} \). The number of times that the tri-gram \( \tau_{kj} \) is met in \( \Delta_k \) is \( \delta_{kj} = \min(\delta_{kj}, \delta_{kj}) \) (18)

The corresponding cosine distance between the source case and the target case can be defined by:

\[ \text{cosine}_k(I_s, I_c) = \frac{X_{ks} \cdot X_{kc}}{\|X_{ks}\| \cdot \|X_{kc}\|} \]
\[ \beta = \sum_{j=1}^{\text{card}(\Delta_k)} \delta_{kj} \delta_{kj} \]
\[ \sqrt{\sum_{j=1}^{\text{card}(\Delta_k)} \delta_{kj} \delta_{kj}} \] (19)

Considering the weights \( \lambda_k = \frac{\text{Card}(\Delta_k)}{\sum_{k=1}^{k=Q} \text{Card}(\Delta_k)} \) (20)

We obtain:

\[ \gamma(I_s, I_c) = \sum_{k=1}^{k=Q} \lambda_k \mid \ln(\text{cosine}_k(I_s, I_c)) \mid \]
\[ = \frac{1}{\sum_{k=1}^{k=Q} \text{Card}(\Delta_k)} \sum_{k=1}^{k=Q} \text{Card}(\Delta_k) \mid \ln\left(\frac{\text{card}(\Delta_k)}{\sum_{j=1}^{\text{card}(\Delta_k)} \delta_{kj} \delta_{kj}} \right) \] (21)

By construction, the \( \gamma \) metric as defined possesses reflexivity properties and hoped symmetry. In effect, we have:

- \[ \gamma(I_s, I_s) = \sum_{k=1}^{k=Q} \lambda_k \mid \ln(\text{cosine}_k(I_s, I_s)) \mid \]
\[ = \sum_{k=1}^{k=Q} \lambda_k \mid \ln\left(\frac{\text{card}(\Delta_k)}{\text{card}(\Delta_k)} \right) \mid = 0 \] (22)
- \[ \gamma(I_s, I_c) = \sum_{k=1}^{k=Q} \lambda_k \mid \ln(\frac{\text{X}_{ks} \cdot \text{X}_{kc}}{\|X_{ks}\| \cdot \|X_{kc}\|}) \mid \]
\[ = \sum_{k=1}^{k=Q} \lambda_k \mid \ln\left(\frac{\text{card}(\Delta_k)}{\sum_{j=1}^{\text{card}(\Delta_k)} \delta_{kj} \delta_{kj}} \right) \mid = \gamma(I_c, I_s) \] (23)
5. Global similarity measure

5.1. The $\Psi$ function

The $\alpha$, $\beta$ and $\gamma$ are the distances. To deduce the measure of similarities, we’ll use a polynomial interpolation of Lagrange on the interval $[0, 1]$. In effect, if we note $d_\alpha$, $d_\beta$ and $d_\gamma$, the normalized values of $\alpha$, $\beta$ and $\gamma$ and $v \in \{\alpha, \beta, \gamma\}$, we can pose:

$$d_v = 1 - \frac{1}{1+v}$$

And

$$\mu = \frac{d_\alpha + d_\beta + d_\gamma}{3} = 1 - \frac{1}{1+\frac{1}{3}+\frac{1}{3}+\frac{1}{3}}$$

Constructively, we have $\mu \in [0, 1]$.

We want to construct the $\Psi$ function to a sort that $\Psi(0) = 100$, $\Psi(\frac{1}{3}) = 75$, $\Psi(\frac{2}{3}) = 25$ and $\Psi(1) = 0$. We have then, a set of five geometric points $(x_i, y_i)_{i \leq 5}$ in the plan. The Lagrange polynomial interpolation using the coordinates of each point $(x_i, y_i)$ is given by

$$l_i(x) = \prod_{j=0, j \neq i}^{5} \frac{x-x_j}{x_i-x_j}$$

The application of the equation Eq. (27) permits to get the polynomial function that respects the conditions which is:

$$\Psi(x) = \sum_{i=1}^{5} y_i l_i(x) = 100(1-x)$$

5.2. The global similarity measure

If we conform to the defined notations in 3, 4 and 5.1, we can take as a measure of global similarity, the definite quantity by:

$$Sim(T_s, T_c) = \Psi(\mu(T_s, T_c))$$

$$= 100(1 - \frac{1}{1+\alpha(T_s, T_c) + 1+\beta(T_s, T_c) + 1+\gamma(T_s, T_c)})$$

Where $\alpha(I_s, I_c)$, $\beta(I_s, I_c)$ and $\gamma(I_s, I_c)$ are those define respectively in Eq. (5), Eq. (14) and Eq. (21).

The similarity measure, as is defined is decreasing with the divergence of the target case with respect to the case sources, reflexive, symmetric and bounded between 0 and 100. In effect:

$$Sim(I_s, I_s) = 100(1 - \frac{1}{1+\alpha(I_s, I_s) + 1+\beta(I_s, I_s) + 1+\gamma(I_s, I_s)}) = 0$$

$$Sim(I_s, I_c) = 100(1 - \frac{1}{1+\alpha(I_s, I_c) + 1+\beta(I_s, I_c) + 1+\gamma(I_s, I_c)})$$

The values of the similarity measure $Sim(I_s, I_s)$ is bounded between 0 and 100. In effect, the maximum of $Sim(I_s, I_s)$ is obtained if we have the conditions below:

$$\alpha(I_s, I_s) = \beta(I_s, I_s) = \gamma(I_s, I_s) = \infty$$

In that case, the value (minimum value) of the similarity is:

$$Sim(I_s, I_s) = 100(1 - 0) = 100$$

The condition to obtain the minimum of $Sim(I_s, I_s)$ is:

$$\alpha(I_s, I_s) = \beta(I_s, I_s) = \gamma(I_s, I_s) = 0$$

In that case, we have the following minimum value:

$$Sim(I_s, I_s) = 100(1 - 1) = 0$$

6. Conclusions

The application of the Case-Based Reasoning (CBR) to traditional medicine seems very complex. In effect, the distance of classic similarities doesn’t permit to take into consideration textual information. Moreover, taking into consideration qualitative data is limited to the presence or the absence table with an increasing number of zero values increasing with the number of modalities of each variable. It was, thus, necessary to propose a measure of similarity that takes into account the diversity of the types of information that we can take for each patient.

The interest of the measure of similarity proposed in this article is double. From one part, It takes into consideration the diversity of data generally given in the framework of traditional medicine (numerical, qualitative and textual), but it gives the advantage to keep the two base theory properties of such an indicator type to know the reflexivity and the symmetry. Besides, it’s bounded character between the values 0 and 100 permits to confer a practical interpretation in terms or percentage, being that the exact sense of this interpolation must deserve to be studied in future works.

It must also be noted that this article is concentrated on the problem of the development of a similarity measure. It is important in perspective of future research, to confront this metric to the empirical data before measuring the full scope. These data could permit a more accurate analysis of eventual mathematical properties of this similarity measure. We shouldn’t lose the final objective view which is to develop the reasoning systems using the Case-Based Reasoning approach in the realm of traditional medicine. Also, the integration of this metric to tools permitting to construct the CBR system is a problem which must be regarded.

Finally, through its global nature, the similarity measure developed can be use outside the framework of CBR especially in the fields of Multidimensional Statistics, Machine Learning, Data Mining and Data Science. In these domains, the variety of the data types is a fundamental characteristic.
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