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Abstract 
Traffic surveillance using computer vision techniques is an 

emerging research area. Many algorithms are being developed to 

detect and track moving vehicles in daytime in effective manner. 

However, little work is done for nighttime traffic scenes. For 

nighttime, vehicles are identified by detecting and locating vehicle 

headlights and rear lights. In this paper, an effective method for 

detecting and tracking moving vehicles in nighttime is proposed. 

The proposed method identifies vehicles by detecting and locating 

vehicle lights using automatic thresholding and connected 

components extraction. Detected lamps are then paired using rule 

based component analysis approach and tracked using Kalman 

Filter (KF). The automatic thresholding approach provides a robust 

and adaptable detection process that operates well under various 

nighttime illumination conditions. Moreover, most nighttime 

tracking algorithms detect vehicles by locating either headlights or 

rear lights while the proposed method has the ability to track 

vehicles through detecting vehicle headlights and/or rear lights. 

Experimental results demonstrate that the proposed method is 

feasible and effective for vehicle detection and identification in 

various nighttime environments. 

Keywords: Traffic Surveillance, Nighttime Surveillance, Vehicles 

Tracking, Vehicles Detection, Nighttime Tracking, Multi Objects 

Tracking. 

1. Introduction 

Intelligent transportation systems, traffic surveillance, 

driver assistance systems, autonomous vehicle guidance, and 

road traffic information systems have recently received 

significant attention from the computer vision community. 

All of these applications need some kind of information 

about moving vehicles. Previously, theses information are 

obtained from loop detectors, ultrasonic detectors, 

microwave sensors, radar sensors and slit sensors [1]. 

However, these methods are limited to the number of 

vehicles passing through the detection regions and are 

difficult to apply for vehicle classification, vehicle speed 

detection, and vehicle motion analysis [2]. Today as digital 

cameras and computers have become wide-spread, the 

deployment of vision techniques in these applications has 

increased significantly. Digital cameras have been found to 

be an efficient means to collect and analyze the traffic data 

due to rapid advancement in computer vision and image 

processing techniques. Video camera based systems are now 

smarter, highly advanced, and yet more comprehensive than 

ever before. The information embedded in the video frames 

allows identifying and classifying the vehicles effectively. 

The temporal continuity among video frames can help in 

enhancing the accuracy during vehicle detection process [3]. 

Of all computer vision techniques, object tracking has been 

very active research in the last years. Despite being classic 

computer vision problem, tracking is largely unsolved. 

There are still many challenges that need more research 

including: illumination effects (such as shadows, changes in 

ambient lighting), scene clutter (such as objects in 

background, other moving scene objects), changes in target 

appearance (such as the addition or removal of clothing, and 

changing facial expressions), occlusions, and 

simultaneously tracking multiple targets with similar 

appearance.  

The current research indicated that much has been achieved 

regarding vehicle detection in the daytime [4, 5]. However, 

vehicle detection at night is a more challenging issue. It has 

not been researched to the same extent as in daytime. Under 

bad-illuminated condition in the nighttime road environment, 

the obvious features of vehicles which are effective for 

detecting in daytime become invalid in nighttime road 

environment. Most recent studies on vehicle detection adopt 

frame differencing, and background subtraction techniques 

to extract the features of moving vehicles from traffic scenes. 

Although these techniques are effective for vehicle detection 

in daytime, they become inefficient in nighttime illumination 

conditions. This is because the background scenes are 

greatly affected by the varying lighting effect of moving 

vehicles [4]. In other words, the daytime traffic surveillance 

systems exploit the greyscale, color and motion information 

to detect and analyze the vehicles. Nevertheless, under the 

nighttime traffic environment, this information become 

meaningless where the camera images have very low 
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contrast and a weak light sensitivity. In these conditions, the 

vehicles can only be identified by locating their headlights 

and rear lights. These are the only visual features of the 

vehicles at night and under darkly illuminated conditions. 

Furthermore, there are strong reflections on the roads surface, 

which complicate the problem. The moving reflections of 

the headlights can introduce a lot of foreground or 

background ambiguities. Therefore, vehicle nighttime 

detection and tracking is still an open research area with 

many potential for improvement. 

Two different types of nighttime environment can be found 

when considering vehicles detection and tracking: highway 

and urban road. Each type has its own characteristics that 

affect the detection process. The highway environment is an 

unlit scene where there are no street lights and the only 

features visible are the headlights and their reflections. The 

headlights appear as a bright round blob in contrast to the 

dark surroundings. On the other hand, the urban road is a lit 

scene where the streets are illuminated by the public light 

poles like most of the urban areas. In this type of scenes, the 

background, pedestrians and other objects are also visible. 

Here the headlights are not clearly visible, especially when 

the vehicles are also in white or some light colors. Hence the 

complexity of extracting the headlights from the images is 

increased. Figure 1 show a typical examples of nighttime 

traffic scene for a highway and an urban road [4]. In the 

urban environment, many similar light blob features could 

be mistakenly detected as vehicle. 

 

  
(a) (b) 

Figure 1. Typical examples of nighttime traffic scenes. (a) A highway. 
(b) An urban road. 

 

Here, we primarily focus on detecting vehicles lights 

because they have high intensity during nighttime. These 

lights can correctly be discriminated from reflection on the 

road surface. This paper proposes an effective method for 

detecting and tracking moving vehicles in nighttime. The 

proposed method identifies vehicles by detecting and 

locating vehicle lights using automatic thresholding and 

connected components extraction. Detected lamps are then 

paired using rule based component analysis approach and 

tracked using Kalman Filter (KF). Fixed thresholds usually 

limit the performance of most existing vehicle detection 

algorithms in extracting and pairing vehicle lights. This 

retards the algorithms from being adapted to real traffic 

scenes. However, the automatic thresholding approach 

employed by the proposed method provides a robust and 

adaptable detection process that operates well under various 

nighttime illumination conditions. While most nighttime 

tracking algorithms detect vehicles by locating either 

headlights or rear lights, the proposed method has the ability 

to track vehicles through detecting vehicle headlights and/or 

rear lights. This means that it works for both oncoming 

vehicles (headlights detection) and preceding vehicles (rear 

lights detection). 

For clarity of presentation, the paper is organized as follows: 

Section 2 explores the related work found in the literature 

concerning vehicle detection in nighttime. Section 3 presents 

the proposed method in detail. Section 4 discusses the 

experimental results and the performance evaluation of the 

proposed method. Finally, the conclusion is presented in 

section 5. 

2. Related Work 

In recent years, research in the area of vehicle detection 

both at night and during daytime has grown rapidly. There is 

a rapid need for such systems in many applications such as 

driver assistance systems and surveillance systems. 

Performance indexes required by these systems include high 

recognition rates, real-time implementation, robustness for 

variant environments, and feasibility under poor visibility 

conditions. Although lot of published work has been done on 

vehicles detection and tracking in daytime, there are very 

less number of researchers who worked on nighttime 

scenarios. In this section, an overview of the state-of-the-art 

methods is given for on-road nighttime vehicle detection and 

tracking. In fact, there is no general method for solving this 

problem although some patterns can be observed. Many 

works have been put forward in the literature for nighttime 

traffic surveillance. Actually, vehicle lights have been 

widely used as salient features for nighttime vehicle 

detection applications in traffic monitoring systems and 

driver assistance systems [6-14]. Most of these methods use 

morphological operations to extract candidate headlight 

objects and then perform shape analysis, template matching, 

or pattern classification to find the paired headlights of 

moving vehicles. Nevertheless, there are many problems due 

to complex real-time conditions. Therefore, vehicle 

nighttime detection and tracking is still an open area with 

many potential for improvement. 

Salvi [8] presents a traffic surveillance system for detecting 

and tracking moving vehicles in various nighttime 

environments. The algorithm is composed of four steps: 

headlight segmentation and detection, headlight pairing, 

vehicle tracking, and vehicle counting and detection. First, a 

fast segmentation process based on an adaptive threshold is 

applied to extract bright objects of interest. The extracted 

bright objects are then processed by a spatial clustering and 

tracking procedure that locates and analyzes the spatial and 

temporal features of vehicle light patterns, and identifies and 

classifies moving cars and motorbikes in traffic scenes. 

However, the classification function of the algorithm needs 

to be improved to enhance the classification capability on 
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different vehicle types, such as buses, trucks, and light and 

heavy motorbikes 

Wang et al. [9] propose a region tracking-based vehicle 

detection algorithm during nighttime via image processing 

techniques. Their algorithm is based on detecting vehicle 

taillights and use it as the typical feature. The algorithm uses 

a global detection algorithm to detect and pair the taillights. 

When the vehicle is detected, a time series analysis model is 

introduced to predict vehicle positions and the possible 

region (PR) of the vehicle in the next frame. Then, the 

vehicle is only detected in the PR. 

Zhang et al. [10] propose a nighttime traffic surveillance 

system, which consists of headlight detection, headlight 

tracking and pairing, camera calibration and vehicle speed 

estimation. First, a vehicle headlight is detected using a 

reflection intensity map and a reflection suppressed map 

based on the analysis of the light attenuation model. Second, 

the headlight is tracked and paired by utilizing a 

bidirectional reasoning algorithm. Finally, the trajectories of 

the vehicle’s headlight are employed to calibrate the 

surveillance camera and estimate the vehicle’s speed. The 

disadvantage of this system is that when one headlight of the 

vehicle is occluded by other vehicles, it cannot be paired 

with other headlights.   

Chen et al [11] present a traffic surveillance system for 

detecting and tracking moving vehicles in nighttime traffic 

scenes. Their method identifies vehicles by detecting and 

locating vehicle headlights and taillights using image 

segmentation and pattern analysis techniques. First, a fast 

bright-object segmentation process based on automatic 

multilevel histogram thresholding is applied to effectively 

extract bright objects of interest. The extracted bright objects 

are then processed by a spatial clustering and tracking 

procedure that locates and analyzes the spatial and temporal 

features of vehicle light patterns, and identifies and classifies 

moving cars and motorbikes in traffic scenes.  The 

disadvantage of this system is it can identify only cars and 

motorbikes. It fails to detect and track other vehicles 

O’Malley et al [12] present a system to detect and track 

vehicle rear-lamp pairs in forward-facing color video. A 

standard low-cost camera with a complementary metal–

oxide semiconductor (CMOS) sensor and Bayer Red–

Green–Blue (RGB) color filter is used for full-color image 

display or other color image processing applications. Rear-

facing lamps are segmented from low-exposure forward-

facing color video using a red-color threshold. Lamps are 

paired using color cross-correlation symmetry analysis and 

tracked using Kalman filtering. A tracking-based detection 

stage is introduced to improve robustness and to deal with 

distortions caused by other light sources and perspective 

distortion, which are common in automotive environments. 

The drawback of this system is that it fails to detect target 

vehicles that were greater than 50 m away due to lack of 

intensity or insufficient resolution of vehicles. 

3. Proposed Method 

The main idea of the proposed method is based on the 

fact that vehicle lights (headlights and rear lights) are strong 

and consistent features that can be used to reveal the 

presence of a moving vehicle at night. Vehicle lights appear 

as the brightest regions, whether on highways or on urban 

roads. Regardless of the type of street lighting or the weather 

conditions, the vehicle lights features remain relatively 

stable. Figure 2 shows the block diagram of the proposed 

method. 

 

 
Fig. 2 The block diagram of the proposed method 

 

In order to detect the vehicle lights, it is common for image 

processing techniques to use some form of thresholding. 

However, the RGB color space is not ideal for the task of 

color thresholding. It is difficult to set and manipulate color 

parameters due to high correlation between the Red, Green, 

and Blue channels. Hence, the proposed method starts with 

converting the color space of the video frame from RGB to 

YCbCr. Y is the luminance component while Cb and Cr are 

the Blue-difference and Red-difference Chroma components. 

The main advantage of converting the frame to YCbCr color 

space is that this color space is characterized by its ability to 

separate the light intensity component from the chrominance. 

The Y component gives all information about the brightness, 

while the Cb (Blue) and Cr (Red) components are 

independent from the luminosity influence. However, in the 

Apply Otsu's thresholding 
method to both Y Component 

& Cr Component 

Merge the results in one frame 

Convert RGB Frame to 

YCrCb 
Input Frames 

Apply connected components 

analysis  

Drop components out of ROI 

Vehicle Tracking 

Lights Pairing 
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RGB color space, each component (Red, Green and Blue) 

has a different brightness.  

In nighttime traffic, vehicle lights appear as the brightest 

pixels in the video frames. Headlight objects are bright and 

therefore appear white in color while the core part of rear 

light object is red. In order to detect these pixels, the 

proposed method uses Otsu's thresholding technique [15, 16] 

to both Y component and Cr component. Vehicle headlights 

can be detected by applying the Otsu's technique to the 

luminance component Y while the rear lights (red light 

sources) can be detected by applying the Otsu's technique to 

the Red-difference Chroma channel Cr. The thresholding is 

performed using the following equation:  

𝑔(𝑥, 𝑦) = {
1          𝑓(𝑥, 𝑦) > 𝑇
0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

 

where f(x,y) denotes the intensity of the pixel (x, y) in the 

video frame, g(x,y)  indicates the corresponding 

segmentation result after thresholding and T is the threshold 

value. To make the thresholding process more robust, the 

threshold value T should be automatically selected with each 

frame. The manual threshold setting method and offline 

learning based method cannot adapt to the variation of the 

environment in real-time. So in the proposed algorithm, a 

dynamic threshold is calculated using Otsu's method [15, 16]. 

It is designed to select the optimum threshold for separation 

into two classes based upon maximizing the variance 

between them. It involves iterating through all the possible 

threshold values and calculating a measure of spread (intra-

class variance) for the pixel levels on each side of the 

threshold, i.e. the pixels that fall either in foreground or in 

background. The aim of this step in the algorithm is to find 

the threshold value where the sum of foreground and 

background spreads is at its minimum. It does not depend on 

modelling the probability density functions; however, it 

assumes a bimodal (i.e., two classes) distribution. Figure 3 

shows an illustration of the thresholding process. A video 

frame of a highway nighttime traffic surveillance is shown 

in Figure 3.a. The results of applying Otsu's thresholding 

technique to both Y component and Cr component are 

shown in Figure 3.b and 3.c respectively. In order to extract 

all the bright pixels (headlights and rear lights) found in the 

frame, the thresholding results of both the luminance(Y) and 

the red component (Cr) are combined to form a single frame 

as shown in Figure 3.d and 3.e.  

Figure 4 shows a similar illustration of the thresholding 

process but on a video frame of an urban road. By 

investigating the two Figures 3 and 4, it should be noted that 

some interferential objects, such as street lamps and traffic 

lights, are also detected at the top side of the frame especially 

in the urban road (Figure 4.e). Utilizing the thresholding 

method extracts all the bright pixels. Hence, further filtering 

is required as there are many potential light sources that are 

not vehicle lamps. To filter out these objects, the proposed 

method applies two consecutive steps: connected component 

analysis [17, 18] and Region Of Interest (ROI) filtering. First, 

a connected component extraction process is performed to 

locate the connected components of the bright objects. 

Extracting these components clarifies the significant features 

of location, dimension, shape, and pixel distribution 

associated with each connected component. Second, the ROI 

filtering is applied to each video frame to exclude any 

connected component with a location out of the detection 

region (see Figures 3.f, 3.g, 4.f, 4.g). The detection region 

should cover the lanes that are being monitored. It is usually 

set at the lower part of the image. It can be predetermined 

either manually during the setup of the surveillance camera 

or automatically by using lane detection algorithms [19-23]. 

Then, the detection is only performed in the ROI. Hence, 

after masking outside the ROI, the scene becomes simpler, 

since out-of-ROI distracting objects, such as street lamps, 

are removed. The ROI not only can reduce complexity in 

searching for vehicle candidates but also can decrease the 

false positive detection rate. At the same time, ROI 

definition speeds up the processing time as only a part of 

original image is processed.. 

 

   
(a) Original frame (b) Threshodling result of Y-

Channel 

(c)  Threshodling result of Cr-

Channel 

   
(d) Merging result of Y & Cr 

Channels 

(e)Black/White merging (f) ROI imposed on the original 

frame 
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(g) After dropping components 

out of ROI 

(h) Vehicle lights pairing (i) Vehicles tracking 

Figure 3. Moving vehicles detection of a highway frame  

 

   
(a) Original frame (b) Threshodling result of Y-

Channel 

(c)  Threshodling result of Cr-

Channel 

   
(d) Merging result of Y & Cr 

Channels 
(e)Black/White merging (f) ROI imposed on the original 

frame 

   
(g) After dropping components out 

of ROI 

(h) Vehicle lights pairing (i) Vehicles tracking 

Figure 4. Moving vehicles detection of an urban road frame 

 

The next step of the proposed method is to pair the identified 

vehicle lights in order to start tracking. The proposed method 

adopts the rule based component analysis approach [23-25] 

where the identified vehicle lights can be paired with each 

other if certain rules are satisfied. The pairs of vehicle lights 

must have some common properties. Hence, two connected 

components are said to belong to the same vehicle if the 

following rules are satisfied [9, 24, 25]: 

 The components must be horizontally close to each 

other and the vertical and horizontal positions 

should be considered. 

 The components are of similar size. 

 The width to height ratio of the bounding box 

enclosing the two components must be greater. 

 Area of the pixels must be similar. 

 The symmetry condition must be satisfied. 

 

Figure 3.h and 4.h shows the results of vehicle lights pairing 

step. Finally, the proposed method uses Kalman Filter (KF) 

to perform the tracking process. Vehicles are tracked using 

the four parameters of a bounding box surrounding the lamp 

pair (x-position, y-position, width, and height). Kalman filter 

[26], also known as linear quadratic estimation (LQE), is an 

algorithm that uses a series of measurements observed over 

time, containing noise (random variations) and other 

inaccuracies, and produces estimates of unknown variables 

that tend to be more precise than those based on a single 

measurement alone [27-29]. Kalman filter provides a general 

solution to the recursive minimized mean square linear 

estimation problem [30]. The mean square error will be 

minimized as long as the target dynamics and the 

measurement noise are accurately modelled. Kalman filter is 

composed of two steps [31]: prediction and correction. In the 

prediction step, the location of an object being tracked is 

predicted in the next frame while in the correction step, the 
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object in the next frame within designated region is 

identified. A set of KFs is used to keep track of a variable 

and unknown number of moving targets [27]. Each time a 

new observation is received, it is associated to the correct 

track among the set of the existing tracks or if it represents a 

new target, a new track has to be created. The tracking results 

are shown in Figure 3.i and 4.i. Moreover, it should be 

mentioned that several advantages are gained for using 

Kalman filter [28-29]. First, prediction using the basic 

Kalman filter is extremely fast and requires little memory.  

This makes it a convenient form for online real time 

processing. Second, it is easy to formulate and implement 

given a basic understanding. Third, an error estimate is 

associated with each prediction. Fourth, these predictions 

can be computed recursively, bounding the time and 

memory needed for computation.  

4. Experimental Results 

In order to analyze the performance of the proposed 

algorithm, several experiments were conducted to evaluate 

the nighttime vehicle detection and tracking performance 

achieved by the proposed method. The experiments were 

implemented on a 2.27GHz Intel Core i5 PC with 4GB 

memory, running under Windows 8 Enterprise. The 

algorithm is coded using MATLAB 8.1.0.604 (R2013a).  

Establishing standard test beds is a fundamental requirement 

to compare algorithms. Unfortunately, there is no standard 

dataset to compare the results and efficiency of nighttime 

vehicles detection and tracking algorithms. This was a major 

difficulty in order to compare the performance of the 

proposed method with its counterparts. Most of algorithms 

found in the literature record their videos by their own. To 

evaluate the performance of the proposed method, two sets 

of experiments are conducted. The first set of experiments 

are performed over a self-collected and prepared dataset. It 

consists of 14 video clips containing both urban and highway 

scenes (downloaded from http://www.videoblocks.com/). 

All the video sequences are with a frame rate equal to 30 

frames per second and the size of the grabbed image 

sequence is 480 × 270 pixels with 24-bit true color. The 

video clips are selected with different traffic density (high – 

medium- low). The ground truth for each video clip of the 

dataset was prepared manually. A detailed description of the 

dataset is found in Table 1. The second set of experiments 

are performed over the testing video data used in [9]. It 

consists of four video sequences captured in an urban 

roadway environment. Two videos of them (video a and 

video b) contain only one moving vehicle in the scene while 

the others (video c and video d) contain from two to four 

moving vehicles in the scene.  The frame rate of each video 

is 30 frames per second and the size of the grabbed image 

sequence is 720 × 480 pixels with 32-bit true color. 

 

Table 1: Detailed description of the dataset 

No 
Video sequence 

name 

No of 

frames 

No of 

vehicles 

Vehicles move 

direction 

Scene 

type 

1 
Above LA 

Highway Traffic 
379 23 Unidirectional Highway 

2 
Highway LA 

Overpass 
332 53 Bidirectional Highway 

3 
LA Highway Bend 

Traffic 
404 96 Bidirectional Highway 

4 LA Highway Bend 394 64 Bidirectional Highway 

5 
Slow Moving 101 

North Traffic 
530 41 Bidirectional Highway 

6 
Slow Night 

Commute In Cali 
311 74 Bidirectional Highway 

7 
Cars On LA 

Highway 
653 112 Bidirectional Highway 

8 

Night Time Traffic 

on Snowy 

Downtown Street 

in Homer 

812 4 Bidirectional Urban 

9 
Slow Moving Los 

Angeles Traffic 
586 35 Unidirectional Urban 

10 
Nighttime Traffic 

in Aspen 
557 7 Unidirectional Urban 

11 

Roadway Traffic at 

Night in Snowy 
Small Town 

599 3 Bidirectional Urban 

12 

Seattle Airport 

Control Tower and 
Traffic at Night 

752 5 Bidirectional Urban 

13 

Taxi Cabs and 

Traffic in Times 
Square 

490 9 Unidirectional Urban 

14 

Traffic on Busy 

Times Square 

Street 

531 10 Unidirectional Urban 

 

Figure 5 and Figure 6 show the results of applying the 

proposed tracking method to both highway road and urban 

road traffic scenes of our dataset respectively. The first row 

shows the original frame of a nighttime surveillance video. 

The second row display the results after applying the first 

five steps of the proposed method: applying Otsu's 

thresholding to both Y Component & Cr Component, 

merging the results in one frame, applying connected 

components analysis, and excluding components out of ROI. 

The third row shows the results of pairing detected vehicle 

lights where the green rectangles indicate the vehicle lights 

that have been paired. The fourth row shows the tracking 

results. The experimental results demonstrate that the 

proposed method can robustly detect and track vehicles in 

different nighttime traffic environments. Note that the video 

sequences have different illumination conditions. Hence, the 

desired thresholds to detect vehicle lights should be different 

for each video frame. Using the adaptive Otsu's thresholding 

technique in the proposed method, the desired threshold 

suitable for each frame can be found efficiently without any 

manual intervention. 

Table 2 shows the quantitative results of the proposed 

method for vehicle tracking in different nighttime traffic 

environments. The average tracking rates of the proposed 

method are 96.27% and 95.76% for both urban and highway 
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scenes respectively in our dataset. Almost all the vehicle 

lights can be detected and the false tracking of vehicles 

occurs when the vehicles move side by side or when there 

exist some moving reflection objects on the road. This in turn 

may cause some false pairing. However, the effect of 

interferential objects such as street lamps are attenuated by 

the step of excluding all detected components outside the 

ROI.  

 

Above LA Highway 

Traffic 

Highway LA Overpass LA Highway Bend Slow Moving 101 North 

Traffic 

Slow Night Commute In 

Cali 

Cars On LA Highway 

      

      

      

      

Figure 5. Moving vehicles tracking in highway road traffic scenes of the dataset 

 

 
Night Time Traffic on 

Snowy Downtown Street 

in Homer 

Slow Moving Los 

Angeles Traffic 

Nighttime Traffic in 

Aspen 

Roadway Traffic at Night 

in Snowy Small Town 

Seattle Airport Control 

Tower and Traffic at 

Night 

Traffic on Busy Times 

Square Street 

      

      

      

      

Figure 6. Moving vehicles tracking in urban road traffic scenes of the dataset 
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Table 2: Tracking rate of the proposed method for our dataset 

No Video sequence name 
No of 

vehicles 

No of 

correctly 

tracked 

vehicles 

Tracking 

rate 

(%) 

1 
Above LA Highway 

Traffic 
23 20 86.96% 

2 Highway LA Overpass 53 52 98.11% 

3 LA Highway Bend Traffic 96 94 97.92% 

4 LA Highway Bend 64 63 98.44% 

5 
Slow Moving 101 North 

Traffic 
41 39 95.12% 

6 
Slow Night Commute In 

Cali 
74 74 100.00% 

7 Cars On LA Highway 112 109 97.32% 

8 

Night Time Traffic on 

Snowy Downtown Street in 

Homer 

4 4 100.00% 

9 
Slow Moving Los Angeles 

Traffic 
35 32 91.43% 

10 Nighttime Traffic in Aspen 7 7 100.00% 

11 
Roadway Traffic at Night 

in Snowy Small Town 
3 3 100.00% 

12 
Seattle Airport Control 

Tower and Traffic at Night 
5 5 100.00% 

13 
Taxi Cabs and Traffic in 

Times Square 
9 8 88.89% 

14 
Traffic on Busy Times 

Square Street 
10 9 90.00% 

 

The following part evaluates the performance of the 

proposed method and compares it to the region tracking-

based vehicle detection algorithm presented by Wang et al. 

[9]. Figure 7 shows the comparative results of nighttime 

vehicle tracking for running the two methods on the test 

sequences used in [9]. The first column of the figure shows 

the original frame. The second column shows the results of 

applying the region tracking-based vehicle detection 

algorithm. The third column shows the results of applying 

the proposed method.  As it can be noted from the figure, the 

proposed method successfully detects and tracks all vehicles 

appeared in the scene. However, the region tracking-based 

algorithm does not perform well in detecting all vehicles 

under some complicated nighttime traffic scenes, and some 

vehicles are missed. This is because the proposed method 

applies the adaptive thresholding step to both Y Component 

and Cr Component of the video frame and merge the two 

results in one frame. However, the region tracking-based 

vehicle detection algorithm applies the thresholding on the 

gray scale image of the video frame. Gray scale image based 

segmentation succeeds in segmenting white pixels but fails 

in segmenting red pixels especially in low illumination 

conditions. Pixels with high red color component and low 

green and blue color components are bright red in color but 

their corresponding gray scale values can be low. Hence, 

these pixels face a difficulty to be detected.  

Table 3 shows the tracking rates achieved when running both 

the Region Tracking-Based Vehicle Detection Algorithm [9] 

and the proposed method on the testing sequences used in 

[9]. As the table indicates, both algorithms succeed  in 

tracking all the vehicles  appeared in the video a and video b   

because both videos contain only one vehicle to be tracked. 

However, when the number of vehicles increases, the 

performance of the Region Tracking-Based Vehicle 

Detection Algorithm is degraded while the proposed method 

still successfully detects and tracks almost all vehicles. 

 

Original frame Region Tracking-Based Vehicle 

Detection Algorithm [9] 

Proposed Method 

   

   

   

Figure 7. Comparative results of vehicle detection and tracking in nighttime traffic scenes on test sequences used in [9]  
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 Table 3: Tracking rate of the proposed method for test sequences used in 

[9]. 

No 
Video 

sequence name 

Tracking rate (%) 

Region Tracking-Based 

Vehicle Detection 

Algorithm [9] 
Proposed method 

1 Video a 100% 100% 

2 Video b 100% 100% 

3 Video c 98.67% 99.1% 

4 Video d 93.45% 97.23% 

 

Based on the above results, in most cases, the proposed 

method can detect and track vehicles correctly. However, it 

may fail in some cases. First, it cannot be used to detect the 

parked vehicles or vehicles with low visibility lights. This 

is because parked vehicles usually have lights switched off 

and the proposed method mainly depends on detecting 

vehicle lights in order to detect and track vehicles. However, 

this does not pose any problem to the performance of the 

proposed method because tracking is concerned only with 

moving objects. Second, when an object occludes one lamp 

of the vehicle, the other lamp can still be correctly detected 

but cannot be paired with other vehicles lights in the scene. 

Finally, some vehicles may have four headlights, and these 

four headlights may be paired as two vehicles. To solve this 

defect, the vehicle’s length information can be incorporated 

in the pairing process. After the surveillance camera is 

calibrated, the distance between two pairs of headlights can 

be determined. Therefore, the four headlights can be paired 

as one vehicle if the distance is less than some threshold. 

5. Conclusion 

Effective tracking of vehicles in urban or highway 

traffic scenes can be achieved through computer vision and 

image processing techniques. However, vehicle detection in 

daytime and in nighttime can not be approached with the 

same techniques, due to the extreme different illumination 

conditions. Although, many algorithms have been 

developed to detect and track moving vehicles, most of 

them focused on detecting the vehicles under the daytime 

road environment. In contrast, vehicles tracking during the 

nighttime is not as fortunate. In fact, nighttime vehicle 

detection is a difficult task due to poor illumination 

conditions and various lighting objects from headlights, 

lamps, and so on. 

In this paper, a method for detecting and tracking moving 

vehicles in nighttime is proposed. The proposed method is 

able to detect and track the vehicles in low visibility 

conditions at nighttime. It recognizes vehicles by detecting 

vehicle lights using automatic thresholding and connected 

components extraction. Then, it finds pairs of vehicles 

lights to estimate vehicle locations using rule based 

component analysis and it employs Kalman Filter (KF) in 

the tracking process. The automatic thresholding approach 

provides a robust and adaptable detection process that 

operates well under various nighttime illumination 

conditions. Most nighttime tracking algorithms detect 

vehicles by locating either headlights or rear lights while, 

the proposed method has the ability to track vehicles 

through detecting vehicle headlights and/or rear lights. 

Experimental results demonstrate that the proposed method 

is feasible and effective for vehicle detection and 

identification in various nighttime environments.  
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