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Abstract

Water is the main factor in determining the success of the activities of food crops, horticulture, and plantation. The main source of the water for agriculture and plantation comes from rainfall. This condition also occurs in regency of Semarang, Central Java, Indonesia. Therefore rainfall prediction will play an important role in the success of the activities. Univariate time series model of ARMA (Autoregressive Moving Average) can be used to predict it in the future. Data used in the study are taken on a monthly basis during the period from 2001 to 2013. The results showed that the prediction is quite accurate using method of ARMA in the study area.
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1 Introduction

Indonesia is tropical country. It has high enough rainfall because its islands are surrounded by a vast ocean which has a fairly high daily temperature and humidity [8][10]. Currently, there are about 40.6 million hectares of agricultural and plantations areas in this country [10] which mostly rely on the availability of water depend on rainfall. In this regard, the western and northeastern part of Indonesia has good geological conditions with fertile soils
derived from volcanic activity. Agricultural or plantation can be done as long as there is enough water coming from rainfall [7][9].

The regency of Semarang – Central Java (area of the study) is located on the island of Java, western part of Indonesia (Figure 1). It is 6 °, 5’ - 7 °, 10’ South Latitude and 110 °, 34’ - 110 °, 35’ East Longitude with a total area of 37,366,838 hectares, approximately 373.7 km² [7].

Agriculture and plantation are the main sector that supports the economy of the regency. In general, the rainfall follows two kinds of seasons, a dry (April to September) and a rainy season (October to March) [8]. The study try to predict the monthly rainfall in the next one year (2014) based on data of the rainfall taken along 13 years earlier (2001-2013). The ARMA model is used to predict of seasonal and repeated rainfall because the data is stationary.

2. Techniques of Prediction Using ARMA Method

Time series is basically a measurement data taken in chronological order within a certain time [4]. The ARMA (Autoregressive Moving Average) method is used in this study is because the characteristic of each cascading is stationary (has a mean and constant variance also covariance lag that does not depend on where the calculation is done) [2]. The method is also called the Box-Jenkins method as developed by George Box and Gwilym Jenkins in 1976 [4].

The ARMA model consists of two parts, an autoregressive (AR) part and a moving average (MA) part. AR model can be written as follows [5].

\[ y_t = a_0 + a_1 e_{t-1} + a_2 e_{t-2} + \ldots - a_n e_{t-n} + \epsilon_t \]

\[ \ldots (1) \]

While the MA models can be written as follows [5].

\[ y_t = a_0 - a_1 e_{t-1} - a_2 e_{t-2} - \ldots - a_n e_{t-n} + \epsilon_t \]

\[ \ldots (2) \]

Where:

- \( y_t \) is the series stationary value.
- \( y_{t-1}, y_{t-2}, \ldots, y_{t-n} \) is the past series values
- \( \epsilon_{t-1}, \epsilon_{t-2}, \ldots, \epsilon_{t-n}, \epsilon_t \) is residual
- \( a_0, a_1, a_2, \ldots, a_n \) are constants and coefficients of MA model.
- \( b_0, b_1, b_2, \ldots, b_n \) are constants and coefficients of AR model.

An ARMA model requires stationary value. The stationary can be tested using the ADF test (Augmented Dickey Fuller) with this pattern [1][3].

\[ \Delta y_t = b_0 + \theta y_{t-1} + \sum_{i=2}^{p} \phi_i \Delta y_{t-i} + \epsilon_t \]

\[ \ldots (3) \]

Where:

- \( y_t \) is the time series value.
- \( \phi_i \) is the coefficient of trend in time series whose value is equal to \( \phi_i = -\sum_{j=1}^{n} b_j \)
- \( \theta \) is a constant -value \( (b_1 + \ldots + b_{p-1} - 1) \) is used to determine whether or not the roots of the unit (unit root) with the following hypothesis.

\[ H_0 : \theta = 0 \quad \text{(the data contain unit roots) (not stationary).} \]

\[ H_1 : \theta < 0 \quad \text{(the data do not contain unit roots) (stationary).} \]

- \( p \) is the lag in the autoregressive process.
- \( \epsilon \) is the magnitude of the error or often referred to as white noise which is assumed to be normally distributed, independent of
and constant variance of $\sigma^2$ or equal to 0 [4].

Table 1. ACF and PACF Pattern [5]

<table>
<thead>
<tr>
<th>ACF</th>
<th>PACF</th>
<th>ARIMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tend to zero after</td>
<td>Decreased gradually/wavy.</td>
<td>ARIMA</td>
</tr>
<tr>
<td>lag q.</td>
<td></td>
<td>(p, 0, q)</td>
</tr>
<tr>
<td>Decreased</td>
<td>Tend to zero after</td>
<td>ARIMA</td>
</tr>
<tr>
<td>gradually/wavy.</td>
<td>lag p.</td>
<td>(p, 0, 0)</td>
</tr>
<tr>
<td>Decreased</td>
<td>Decreased gradually/wavy.</td>
<td>ARIMA</td>
</tr>
<tr>
<td>gradually/wavy.</td>
<td></td>
<td>(p, 0, q)</td>
</tr>
</tbody>
</table>

In practice, the ARMA is often treated as an ARIMA (Autoregressive Integrated Moving Average) with no need for differencing process because the data is stationary. In other words, the ARMA model can be written as ARIMA (p, d, q) which is more common where p is the order of the autoregressive process, q is the order of the moving average process, and d is the differentiation process in the case of ARMA is 0, so ARMA models are often written as ARIMA (p, 0, q).

In this case, the values of p and q can be predicted using plots values of ACF (Autocorrelation Factor) and PACF (Partial Autocorrelation Factor) as shown in Table 1. ACF and this PACF is defined as follows [6].

$$ACF = \frac{\sum_{t=1}^{n-k} (y_{t+k} - \bar{y})(y_{t} - \bar{y})}{n} \quad \ldots \quad (4)$$

Where $y_k$ is the observed value, $\bar{y}$ is the mean, $k$ is the number of parameters, and $n$ is the number of times of observation. Whereas, the PACF is defined as the following equation [4].

$$PACF(1) = Cor(y_t, y_{t+1}) \quad \ldots \quad (5)$$

and

$$PACF(k) = Cor\left(y_{t+k} - P_{t,k}(y_{t+k}), y_t - P_{t,kyt} \text{ for } k \geq 1\right) \quad \ldots \quad (6)$$

where $P_{t,k}(X)$ is the projection of $X$ on the space given by $Z_{t+1}, \ldots, Z_{t+k-1}$.

A prediction should be tested and evaluated to assess its feasibility. In this paper, to assess the feasibility of a predictive model, the calculation used AIC (Aikake's Information Criterion), which is defined using the following equation [6].

$$AIC = \log \sigma_k^2 + \frac{n+2k}{n} \quad \ldots \quad (7)$$

Where $\sigma_k^2 = \frac{SSE}{n}$ and $SSE = \sum_{k=1}^{n} (y_k - \bar{y})^2$

Where $y_k$ is the observed value, $\bar{y}$ is the mean, $k$ is the number of parameters, and $n$ is the number of times of observation. In this case, it can be stated that the smaller the AIC value calculation, meaning a model that is taken is the best model [6].

After we got optimal values of p and q, then do linear regression (OLS-Ordinary Least Square). We can get the values of $a$ and $b$ in equation (1) and (2). Next, find a model that can represent the ARMA time series observation, with the functions, we predict it. However, it also should be tested its accuracy. The best way to evaluate the accuracy of forecasting is to draw a graphic the results of observation values with the values of the results of forecasting or, mathematically, the model can also be evaluated by the following mathematical equation [4][6].
• Calculate MAE (Mean Absolute Error).
\[
MAE = \frac{\sum_{t=1}^{n} |y_t - \mu_t|}{n} \quad \text{... (8)}
\]

• Calculate MAPE (Mean Absolute Percentage Error).
\[
MAPE = \frac{1}{n} \sum_{t=1}^{n} \frac{|y_t - \mu_t|}{\mu_t} \times 100\% \quad \text{... (9)}
\]

Where \( \mu_t \) is mean in point-to-t and a good model will have a value of MAE and MAPE as small as possible (less than or equal to 10\%) [3].

3. Research and Discussion

Plot of rainfall in figure 2 is the original data plot in the Semarang regency which shows relatively stationary data. It has same deviation along it. This is supported by the calculation of ADF as -7.3585, which is indicated rainfall time series in Semarang regency doesn’t have unit root. It is concluded to be stationary. In this case, because the data is stationary so ARIMA model \((p, 0, q)\) can be used. Next step is how to find the value of \(p\) and \(q\) by pay attention to the ACF and PACF plot and consider to AIC value.

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA (5, 0, 4)</td>
<td>1870.01</td>
</tr>
<tr>
<td>ARIMA (6, 0, 4)</td>
<td>1855.49</td>
</tr>
<tr>
<td>ARIMA (7, 0, 4)</td>
<td>1871.17</td>
</tr>
<tr>
<td>ARIMA (6, 0, 2)</td>
<td>1858.11</td>
</tr>
<tr>
<td>ARIMA (6, 0, 3)</td>
<td>1853.44</td>
</tr>
</tbody>
</table>
ACF and PACF plots in Figure 3 and Figure 4, based on Table 1, indicating the possibility that ARIMA models (6, 0, 3) is the best model for the p-value can be approximated by PACF plots intersecting horizontal line on the 6th lag and the value of q ACF plot can be approximated by horizontal lines intersecting at the 3rd lag. However, to be sure, we need to do calculations AIC for models nearby. The AIC calculations are shown in Table 2 above, where these calculations (values shaded) consistent with the ACF and PACF plots that provide a signal that the ARIMA model (6, 0, 3) is the best model.

Based on the ARIMA model (6, 0, 3), the calculation of linear regression (OLS-Ordinary Least Square), ARMA function is obtained as follows.

\[ y_t = 171.5075 + \ 2.5405 y_{t-1} - 2.4934 y_{t-2} + 0.9686 y_{t-3} + 0.1564 y_{t-4} - 0.4131 y_{t-5} + 0.2338 y_{t-6} - 2.2088 e_{t-1} + 1.8257 e_{t-2} - 0.5653 e_{t-3} \]

| Table 3. Value Rainfall Prediction for 2014 |
|-------------------------------|-------------------|
| Jan                          | 416.6             |
| Feb                          | 384.5             |
| Mar                          | 370.3             |
| April                       | 296.5             |
| May                          | 189.9             |
| June                         | 93.7              |
| July                         | 48.6              |
| Aug                          | 58.2              |
| Sept                         | 112.8             |
| Oct                          | 192.5             |
| Nov                          | 285.2             |
| Dec                          | 359.6             |

Furthermore, using the ARMA function above, we can perform forecasting precipitation values in 2014 were the results as shown in Table 3. For the record, the predicted values have a value of MAE 19.45714 and MAPE 9.581951 %, so it can be said that the ARIMA model (6, 0, 3) has a fairly good accuracy (MAE relatively small and MAPE less than 10%). Generally, forecasting rainfall in the study area are also in accordance with the recognized pattern 2 seasons, namely summer (April to September) and a rainy season (October to March).

4 Conclusion

Based on the research results several conclusions can be drawn as follows.

- On the basis of the monthly precipitation patterns in 2001 - 2013, visual observation of the ACF and PACF plots and calculation of the AIC, the rainfall in the district of Semarang has ARIMA models (6, 0, 3).
- Based on the Box - Jenkins method of ARMA, then using monthly rainfall data in 2001 - 2013 in Semarang Regency prediction can be done monthly rainfall for the area in question in 2014.
- Based on the form and function of the ARMA, MAE and MAPE values are good enough then ARMA model has fairly good accuracy for prediction of rainfall the following year (2014).
- The results of forecasting using ARMA model will be very useful for agricultural planning and/or estate in Semarang district that outlines rely on the water needs water from rainfall in the area concerned.
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